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Abstract

Libraries since their inception 4000 years ago have been in a process of constant change. Although, changes were in slow motion for centuries, in the last decades, academic libraries have been continuously striving to adapt their services to the ever-changing user needs of students and academic staff. In addition, e-content revolution, technological advances, and ever-shrinking budgets have obliged libraries to efficiently allocate their limited resources among collection and services. Unfortunately, this resource allocation is a complex process due to the diversity of data sources and formats requiring analysis prior to decision-making, as well as the lack of efficient integration methods.

The main purpose of this study is to develop an integrated model that supports libraries in making optimal budgeting and resource allocation decisions among their services and collection by means of a holistic analysis. To this end, a combination of several methodologies and structured approaches is conducted. Firstly, a holistic structure and the required toolset to holistically assess academic libraries are proposed to collect and organize the data from an economic point of view. A four-pronged theoretical framework is used in which the library system and collection are analyzed from the perspective of users and internal stakeholders. The first quadrant corresponds to the internal perspective of the library system that is to analyze the library performance, and costs incurred and resources consumed by library services. The second quadrant evaluates the external perspective of the library system; user’s perception about services quality is judged in this quadrant. The third quadrant analyses the external perspective of the library collection that is to evaluate the impact of the current library collection on its users. Eventually, the fourth quadrant evaluates the internal perspective of the library collection; the usage patterns followed to manipulate the library collection are analyzed.

With a complete framework for data collection, these data coming from multiple sources and therefore with different formats, need to be integrated and stored in an adequate scheme for decision support. A data warehousing approach is secondly designed and implemented to integrate, process, and store the holistic-based collected data. Ultimately, strategic data stored in the data warehouse are analyzed and implemented for different purposes including the following: 1) Data visualization and reporting is proposed to allow library managers to publish library indicators in a simple and quick manner by using online reporting tools. 2) Sophisticated data analysis is recommended through the use of data mining tools; three data mining techniques are examined in this research study: regression, clustering and classification. These data mining techniques have been applied to the case study in the following manner: predicting the future investment in library development; finding clusters of users that share common interests and similar profiles, but belong to different faculties; and predicting library factors that affect student academic performance by analyzing possible correlations of library usage and academic performance. 3) Input for optimization models, early experiences of developing an optimal resource allocation model to
distribute resources among the different processes of a library system are documented in this study. Specifically, the problem of allocating funds for digital collection among divisions of an academic library is addressed. An optimization model for the problem is defined with the objective of maximizing the usage of the digital collection over-all library divisions subject to a single collection budget. By proposing this holistic approach, the research study contributes to knowledge by providing an integrated solution to assist library managers to make economic decisions based on an “as realistic as possible” perspective of the library situation.
Korte Inhoud

Sinds hun oprichting 4000 jaar geleden, zijn bibliotheken voortdurend in een proces van verandering geweest. Hoewel de veranderingen eeuwenlang uiterst traag gebeurden, moeten wetenschappelijke bibliotheken in de laatste decennia zich voortdurend inspannen om hun diensten aan te passen aan de steeds veranderende gebruikersbehoeften van de studenten en het wetenschappelijk personeel. Daarnaast zijn bibliotheken door de e-content revolutie, de technologische vooruitgang, en de steeds krimpende budgetten verplicht om hun beperkte middelen efficiënt te verdelen tussen investeringen in de collectie enerzijds en dienstverlening anderzijds. Helaas is deze toewijzing van middelen een complex proces. Oorzaak hiervan is de diversiteit van de gegevensbronnen en formaten die moeten worden geanalyseerd voorafgaand aan de besluitvorming, alsmede het gebrek aan efficiënte integratiemethoden.

Het belangrijkste doel van deze studie is om een geïntegreerd model te ontwikkelen dat bibliotheken ondersteunt in het maken van een optimale begroting en de beslissingen over de toewijzing van middelen onder hun diensten en de collectie door middel van een holistische analyse. Hiertoe wordt een combinatorie van verschillende methodes en gestructureerde benaderingen uitgevoerd. Als eerste worden een holistische structuur en de vereiste toolset om academische bibliotheken holistisch te kunnen beoordelen, gepresenteerd voor het verzamelen en ordenen van de gegevens vanuit economisch oogpunt. Hierbij wordt gebruik gemaakt van een vierledig theoretisch kader, waarin het bibliotheekssysteem en de collectie worden geanalyseerd vanuit het perspectief van de gebruikers en interne stakeholders. Het eerste kwadrant correspondeert met het inwendige perspectief van het bibliotheekssysteem dat de prestatie van de bibliotheek en de kosten en middelen verbruikt door bibliotheekdiensten analyseert. Het tweede kwadrant evalueert het externe perspectief van het bibliotheekssysteem; de perceptie van de gebruiker over de kwaliteit van diensten wordt beoordeeld in dit kwadrant. Het derde kwadrant analyseert het externe perspectief van de bibliotheekcollectie om het effect van de huidige bibliotheekcollectie op de gebruikers te evalueren. Tenslotte evalueert het vierde kwadrant het intern perspectief van de collectie van de bibliotheek; de gebruikspotronen die worden gevolgd worden geanalyseerd.

Met een volledige kader voor de gegevensverzameling moeten deze gegevens die komen uit verscheidene bronnen en derhalve met verschillende formaten, worden gecombineerd en verwerkt tot een geschikt beslissingsondersteunend schema. In een tweede stap wordt een data-warehousingaanpak ontworpen en geïmplementeerd om de op holistische basis verzamelde data te integreren, verwerken en op te slaan. Tenslotte worden de strategische gegevens die opgeslagen zijn in het data-warehouse geanalyseerd en gebruikt voor verschillende doeleinden, waaronder de volgende: 1) Data-visualisatie en -rapportering worden gepresenteerd om bibliotheekmanagers de mogelijkheid te geven bibliotheekindicatoren te publiceren op een eenvoudige en snelle manier met behulp van online rapporteringssystemen. 2) Geavanceerde gegevensanalyse wordt uitgevoerd door middel van datamining; drie dataminingtechnieken worden beschouwd in dit onderzoek: regressie, clustering en classificatie. Deze dataminingtechnieken worden op de volgende manier
toegepast op een case study: het voorspellen van de toekomstige investeringen in de ontwikkeling van de bibliotheek; het vinden van clusters van gebruikers die gemeenschappelijke belangen en soortgelijke profielen hebben, maar behoren tot verschillende faculteiten; en het voorspellen van elementen uit de bibliotheek die academische prestaties van studenten beïnvloeden door het onderzoeken van mogelijke correlaties van de bibliotheekgebruik en academische prestaties. 3) Input voor optimaliseringsmodellen, de eerste ervaringen met het ontwikkelen van een optimaal brontoewijzingsmodel om middelen te verdelen over de verschillende processen van een bibliotheeksysteem worden beschreven in deze studie. Concreet wordt het probleem van de verdeling van de middelen voor de digitale collectie onder de afdelingen van een wetenschappelijke bibliotheek aangepakt. Voor het probleem wordt een optimalisatiemodel gedefinieerd met als doelstelling het maximaliseren van het gebruik van de digitale collectie over alle bibliotheekdivisies met een budgetrestrictie voor de volledige collectie. Door het gebruik van deze holistische benadering draagt dit onderzoek bij aan de wetenschap door middel van een geïntegreerde oplossing voor de bibliotheekmanagers. Het ontwikkelde systeem helpten economische beslissingen te nemen op basis van een "zo realistisch mogelijk" beeld en perspectief van de bibliotheeksituatie.
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PART I

Introduction
Chapter 1: Introduction and Overview

“A child, a teacher, a book and a pencil could change the world”

Malala Yousafzai
Nobel Peace Prize 2014

1.1 Introduction

Libraries have been present in our society for about 4000 years. The first libraries originated as archives in ancient Egypt and Mesopotamia, and consisted merely of archives of clay tablets, papyrus and other writing surfaces (Casson, 2002). These tablets contained detailed information and knowledge of the economic life of communities and of their governments. Usually, libraries at that time were not open to the public but to the exclusive use of priests and rulers. Librarians, in turn, are as old as libraries themselves; their presence has been illustrated by the evidence of catalogs found in some destroyed ancient libraries (Mukherjee, 1966).

In the Hellenistic world, the Library of Alexandria in Egypt is considered to be the first attempt to bring all human knowledge together in only one place. Although this library was not the first effort at forming a library, it was considered as one of the largest and most significant great libraries of its period (Trumble, 2003). In the early Middle Ages, the most important libraries in Europe were attached to cathedrals and monasteries, such as the Abbey of Montecassino in Italy (Setton, 1960), where copies of manuscripts were hand-created and disseminated by monks (Byfield, Project, & Stanway, 2004). In the late Middle Ages, on the contrary, libraries were more abundant, mainly because several libraries were created to serve teaching and research like in the universities of Paris and Oxford (Mugridge, 2012).

Libraries played an important role in the Renaissance and Reformation, and then in the Enlightenment period. In fact, with the invention and spread of the printing press, in the middle of the fifteenth century, books became more accessible due to the increase in the number of issues and circulation books (Uhlendorf, 1932). The 17th and 18th centuries were considered the golden age of libraries (Enlightenment era), when most of the book collections were begun and libraries surged in popularity (Stockwell, 2000). During this period, as public universities developed, very important libraries grew as well as national libraries. At the start of the 18th century, libraries were becoming increasingly public and were more frequently lending libraries. The nineteenth century is particularly important because it is the century in which public libraries were widespread; first legislations were enacted and the first professional library associations were begun.

Libraries were historically known for their gatekeeping functions, preservation expertise, and information provider services, where libraries kept paper copies of books and journals, and
provided the appropriated tools and guidance on how to access their own resources and resources from other libraries (Kennan & Wilson, 2006). After centuries of stationary growth, libraries in the 21st century faced enormous challenges. Within a quarter of a century, libraries moved from card catalogs to online public access catalogs (OPACS), from printed indexes to CD-ROMs, and from CD-ROMs to Web-based databases that can be searched remotely (Stephens, 1998; Lynch, 2000). Libraries, that for centuries were fulfilling users’ needs in a traditional way, experienced a revolutionary and exponential change in the manner in which they provided their offered services. In the last decades, academic libraries, in particular, have passed through three automation ages (Lynch, 2000). The first automation age for most academic libraries, reaching back to the 1960s and early 1970s, began with the computerization of library processes. Mini-computers were introduced to barcode books and to automate manual processes such as circulation and cataloging. Lynch (2000) highlights the development of shared copy-cataloging systems as the greatest achievement of this period. By the 1980s and early 1990s, the second automation age started with the rise of public access. Academic libraries were confronted with environmental changes driven by information technology, which quickly moved the focus of attention away from automation toward a series of much more fundamental questions about library roles and missions such as new roles of consortia and business models. In fact, resource sharing had major investments in this period; consortia developed union catalogs that merged serials in a journal level, and computer-assisted interlibrary loan systems were built on the shared national union catalog databases. In addition, Lynch points out that the greatest financial success was achieved by creating collective purchasing consortia to negotiate prices for all members of the consortium. An additional result of this second round of changes was the OPAC as a replacement for the traditional card catalogs. Users could search library holdings at any time and even remotely, rather than having to go to the library. Finally, the last and more challenging automation age comes with the transition from print to digital content.

Libraries, since the last years of the twentieth century, have been in a process of constant change, and academic libraries in particular have strived to adapt their services to the ever-changing user needs of their students, researchers, and academics (Alvite & Barrionuevo, 2010; Delaney & Bates, 2014; Ellis, Rosenblum, Stratton, & Ames-Stratton, 2014). Inevitably, users have changed their information-seeking behavior due to rapid technological advances and astonishing e-content revolution; the growing presence of e-books and the proliferation of tablets and mobile devices have transformed the manner how information is disseminated and consumed (Allen Press, Inc., 2012; Bertot, 2011; Brook & Salter, 2012). This situation has obliged libraries to automatize or digitalize their current services, redevelop facilities and physical infrastructure, as well as promote new initiatives such as digital services and organizational structures.

Libraries have been adapting their traditional services, driven by technological developments, and increases in the use of technology. For instance, with the widespread use of the Internet and search engines, such as Google, users have little or no problem finding information on Web sources; consequently, the use of OPAC is steadily declining (ACRL Research Planning and Review Committee, 2012; Danskin, 2007; Ross & Sennyey, 2008). In the specific case of academic libraries, the emergence of new digital technologies has altered traditional libraries beyond recognition (Raju, 2014). As new technologies and information delivery systems emerge, the way in which students, researchers, and academics search for information is also changing (Nicholas, Huntington, Jamali, Rowlands, & Fieldhouse, 2009; Niu et al., 2010). Examples of technological developments transforming the nature of academic and research environment include the following: growing popularity of massive online open courses; explosive use of mobile devices; development of globally-networked research communities; as well as growth of new pedagogical methods, including flipped classrooms, online and distance learning, experiential and project-based learning, and student-centered research (Delaney & Bates, 2014).

Libraries, motivated by the growing presence of e-content and the new modes used by people to access information in electronic resources, have been adapting their traditional collection and have been creating new digital content as future promises an increased amount of digital information. Furthermore, the recent emphasis on open access, open data, data-plan management, and "big data" research are creating the impetus for academic institutions to develop and deploy new initiatives,
service units, and resources to meet scholarly needs at various stages of the research process (ACRL Research Planning and Review Committee, 2014). However, to facilitate access to these e-resources, academic libraries are dealing with several challenges such as the lack of uniformity in license terms, lease conditions, access restrictions, and librarians’ expectations (Walters, 2013). Furthermore, e-services like remote access to digital information has meant that many students, researchers and professors misunderstand what libraries do for them and do not necessarily associate the library with providing information resources. Therefore, in this current evolving information environment, libraries recognizing that their intrinsic information provider role is becoming less and less visible, have responded to these challenges and technological developments by rethinking and repurposing what libraries are and what libraries do for their users (Delaney & Bates, 2014). In fact, although libraries have been present in our society for centuries, authors such as Borgman (2003) think that they are becoming invisible because everything that users need can be found online.

Libraries in general have been threatened for many years by stagnant or shrinking budget constraints driven by global financial crisis (Sudarsan, 2006a; McKendrick, 2011; Guarria & Wang, 2011). This situation stems from library services usually perceived as “free of charge” but in reality, not free of costs, which strongly depends on institutional funding (Stouthuysen, Swiggers, Reheul, & Roodhooft, 2010). Moreover, although the migration of physical to digital environments has facilitated managing information and allowed access to a number of digital journals and e-books, it has also contributed to the escalating collection costs, as well as an increase in the complexity of budgeting models and resource allocation processes (Chan, 2008; Guarria, 2009; Poll, 2001). For instance, one of the problems with a subscription-based digital library collection and patron-driven acquisition is the variability of their yearly prices, which has rapidly risen in the last years (Allen Press, Inc., 2012). In fact, the most alarming trend in the academic library environment is the increase of information resource expenditures (Blake Gonzalez, 2011). Chan (2008) affirms that digital resource expenditures had a yearly average growth of 25%, while library budgets only had an average growth of 2.3%. These economic constraints result in a tremendous financial pressure for library directors, whom are required to shift budgeting and spending priorities (Blake Gonzalez, 2011). As a consequence, several decisions have been made such as cutting collection budgets, eliminating budgets for travels or conferences, freezing salaries, and finding new ways to fund programs (Sudarsan 2006, McKendrick 2011).

All these funding constraints, as well as technological developments that can be seen as opportunities or potential challenges, are proof that libraries have to be more innovative in providing, justifying, and evaluating the efficiency and effectiveness of their services. Libraries more than ever must evolve and continue to demonstrate their relevance to the academic management, who faces difficulties understanding the new roles, cost, and value of good libraries (ACRL Research Planning and Review Committee, 2012, 2013). To do so, libraries have increased their focus on assessing outcomes over inputs and placed emphasis in demonstrating that these outcomes are having an impact on academic libraries and parent institutions. Additionally, libraries are also increasing their understanding of their users, collection and services, and related costs in order to justify resource requirements. Because of limited funding, library administrators are assessing the best ways to allocate their resources, how to redefine themselves, and reengineer their budget strategies.

Resource allocation with limited money, staff, and infrastructure between library services and collection is a complex process due to the high number of constraints and data sources that require consultation prior to decision-making, as well as due to the lack of efficient integration methods. Although many resource allocation approaches have been developed, most of them have mainly focused on the distribution of money for either physical or digital collections. There is also a lack of awareness in embracing different perspectives from heterogeneous stakeholders such as researchers, developers, administrators, librarians, and general users (Zhang, 2010). Therefore, scientific approaches on how to allocate limited resources among shifting collections and dynamic services become crucial for libraries. This introductory chapter continues by presenting an overview of the main topics covered during the research: aims of the project, theoretical background and case studies analyzed. Figure 1.1 illustrates the structure of this chapter.
1.2 Theoretical Background

In this section, the theoretical framework of the research study is outlined with a summary of the literature review on the main aspects covered: decision support systems, holistic approach for data collection, costing models, data warehouse, data mining, resource allocation, and budgeting.

1.2.1 Decision Support Systems

Libraries have been facing in the last decades significant challenges. The current dynamic library landscape, caused by limited budgets, rapid technological developments, and astonishing e-content growth, highlights the importance of understanding financial management in academic libraries (Blake Gonzalez, 2011). Strategic decision-making becomes essential in the allocation process of limited resources. Nevertheless, this type of decision-making process in academic libraries is highly complicated due to the large number of data sources, processes, and high volumes of data to be analyzed. Typical data sources include integrated library systems, library portals and OPACs, systems of consortiums, quality surveys, and university management systems. These heterogeneous data sources are only partially used for decision-making processes due to the wide variety of formats, standards and technologies, as well as the lack of efficient integration methods.

Traditional library management systems have been used for decades in meeting the automation needs of print-based libraries. Yet, traditional systems provide very limited functions and cannot promote innovation and knowledge creation for strategic decision-making. In this sense, knowledge management (KM) has become a powerful tool for libraries to expand their role and responsibilities to areas where they had little impact in the past, such as in financial decisions and strategic decision-making (Hobohm, 2004; Townley, 2001).

Knowledge-based Decision Support Systems (DSS) provide important information for library decision-making and performance improvement (Lai, Wang, Huang, & Kao, 2011). A typical knowledge discovery process is an interactive sequence of steps that normally starts by cleaning the data in order to remove noise, duplicate and inconsistent data (Han, Kamber, & Pei, 2011). Then, these cleaned data are integrated from multiple data sources and formats. Relevant data are selected and collected from the databases as raw data to be mined; these raw data are then transformed into appropriated formats that can be understood by other tools such as data mining or optimization models, and applied data filtration and aggregation techniques to integrate data from multiple tables into a single table. Interesting knowledge is extracted from the transformed data (or Knowledge Discovery in Databases – KDD), and this information is analyzed in order to identify truly interesting patterns. Eventually, strategic knowledge is visualized to managers to support decision-making.
Several DSS have been documented in literature to support decision making in libraries; however, most of them mainly focus on specific areas such as distribution of money for physical or digital collections, performance assessment of the library collection, and analysis of user behavior. Little is known about integrating all these different aspects and incorporating others such as human resources, technological infrastructure, processes performance, or usage indicators. Even less is known about embracing different perspectives from heterogeneous stakeholders such as researchers, academics, managers, librarians, and general users (Zhang, 2010). Hence, a crucial stage to the success of DSS implementation is the data collection process.

### 1.2.2 Holistic Approach for Data Collection

Ernst and Segall (1995) state that institutions with limited budgets and with difficult circumstances are called to develop strategic and well-coordinated budgeting plans by means of “holistic approaches”. The objective of a holistic approach is to help organizations to define a set of measures that reflect their objectives and assess their performance appropriately (Matthews, 2011). This holistic approach requires interconnecting all necessary components to evaluate the impact of limited resources in the whole institution, and then prioritize and optimize resource allocation in library services and collection. Many resource allocation approaches have been proposed; however, most of them mainly focus on economic allocation for either physical or digital collections separately. To the extent of our knowledge, the most complete approach to evaluate libraries from a holistic perspective is given by Nicholson (2004). The author proposes a theoretical analysis framework to support libraries in gaining a more thorough and comprehensive understanding of their users and services for both digital and physical services. This theoretical analysis framework is based on a two-dimensional evaluation matrix in which columns represent the topic, library system and use, and rows represent the perspective of the library system and users. An overview of the conceptual matrix for holistic measurement is shown in Figure 1.2.

<table>
<thead>
<tr>
<th>Internal Perspective (Library System)</th>
<th>Library System</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. What does the library system consist of?</td>
<td>4. How is the library system manipulated?</td>
<td></td>
</tr>
<tr>
<td>External Perspective (User)</td>
<td>2. How effective is the library system?</td>
<td>3. How useful is the library system?</td>
</tr>
</tbody>
</table>

**Figure 1.2:** Conceptual Matrix for Holistic Measurement (Nicholson, 2004)

The main characteristics of each quadrant proposed by Nicholson (2004) are given hereinafter. The first quadrant corresponds to the internal perspective of the library system. This is a traditional type of analysis that can include bibliographic collection aspects, organizational flows, computer interfaces, processes, staff, and resources. The second quadrant evaluates the external perspective of the library system. User’s perception about service quality is judged in this quadrant. Aboutness, effectiveness, and usability of the library services are the main aspects studied. The third quadrant analyses the external perspective of the library collection. This quadrant allows quantification of the impact of the library collection on its users, thus providing library managers with better basis for decision making when acquiring new bibliographic materials. By evaluating the current bibliographic collection, libraries may discover possible gaps and plan future collection development (Agee, 2005). Eventually, the fourth quadrant evaluates the internal perspective of the library collection. The interaction that a user had with the library system is analyzed. For instance, in digital library services, unlike circulation patterns in traditional services, it is possible to track everything users do within the library system, allowing libraries not only to know what users retrieve but also what they looked for and could not receive. This theoretical framework, thereby, requires retrieving and integrating information from various separate sources in order to be used in an adequate holistic library measurement.
1.2.3 Costing models

Academic libraries are accustomed to producing and gathering a vast amount of statistics about their collection and services; however, service and process costs are rarely calculated as a performance measure. Libraries have been the least cost-effective providers due to their unaccustomedness to perform formal costing analysis to their services and processes (E. Stewart Saunders, 2003); traditional costing systems being their most widely used technique. In a traditional costing system, direct costs such as direct labor and materials, are directly attributed to the services. On the contrary, indirect costs such as marketing, depreciation, training, and electricity are typically allocated to each service using a single or a few volume-based cost drivers (e.g., direct labor, service hours, or units of output). Traditional costing systems are adequate when indirect expenses are low and service variety is limited (Ellis-Newman & Robinson, 1998). However, in environments with a broad range of services, such as libraries, indirect costs have increasingly become more important than direct costs.

Seeking to remedy these limitations, libraries started employing more advanced cost calculation techniques, such as activity-based costing (ABC). ABC is an alternative costing system promoted by Cooper and Kaplan (1988). Compared to traditional costing methods, ABC performs a more accurate and efficient treatment of indirect costs (Ellis-Newman & Robinson, 1998). ABC first accumulates overhead costs for each activity, and then assigns the costs of the activities to the services causing that activity. An activity for libraries is defined as an event or task undertaken for a specific purpose such as cataloging, loan processing, shelving, and acquisition orders (Ellis-Newman, 2003). An extensive stream of literature describes ABC as a system that provides interesting advantages to decision-making in libraries (Ching, Leung, Fidow, & Huang, 2008; Ellis-Newman, 2003; Ellis-Newman & Robinson, 1998; Gerdelsen, 2002; Goddard & Ooi, 1998; Heaney, 2004; Novak, Paulos, & Clair, 2011; Skilbeck & Connell, 2001). However, ABC has great limitations: for instance, a high degree of subjectivity involved in estimating employees’ proportion of time spent on each activity; the excessive time, resources and money for data collection; and the difficulties to model multi-driver activities (Dalci, Tanis, & Kosan, 2010; Demeere, Stouthuyisen, & Roodhooft, 2009; Everaert, Bruggeman, & De Creus, 2008; Everaert, Bruggeman, Sarens, Anderson, & Levant, 2008; Kaplan & Anderson, 2004, 2007a; Tse & Gong, 2009; Wegmann & Nozile, 2009).

Time-Driven Activity-Based Costing (TDABC) is a costing system technique developed by Kaplan and Anderson to overcome the limitations of former approaches (Kaplan & Anderson, 2003). Hence, the majority of the TDABC advantages are based on the weaknesses of former approaches (Dejnega, 2011). TDABC uses only two parameters to assign resource costs directly to the cost objects: 1) the unit cost of supplying resource capacity; and 2) an estimated time required to perform an activity (Kaplan & Anderson, 2007b). For each activity, costing equations are calculated based on the time required to perform an activity. This time can be readily observed, validated, and then computed by time equations which are the sum of individual activity times (Kaplan & Anderson, 2007b). By using these equations, all possible combinations of activities can be represented for example, when different types of services do not necessarily require the same amount of time to be performed. Up to now, few case studies have been implemented in libraries regarding very specific processes such as the inter-library loan (Pernot, Roodhooft, & Van den Abbeele, 2007) and acquisition processes (Stouthuyisen et al., 2010). In these case studies, TDABC is described as a tool that offers a relatively quick and cost-efficient way to design useful costing models, as well as to provide accurate information of the library activities which may help managers to get a better understanding of how the library uses its time, costs, and resources. These initial investigations show promising possibilities of using TDABC to provide accurate information on library activities. However, these studies have been applied to very specific settings, studying only particular processes with cases in small and medium-size academic libraries. More research is still needed to identify whether the technique of TDABC is useful and feasible to implement for a more extensive set of library activities.
1.2.4 Data Warehouse

William H. Inmon, acknowledged as the father of the “Data Warehouse” (DW), defines a DW as a “subject-oriented, integrated, time-variant and non-volatile collection of data in support of management’s decision making process” (Inmon, 2005, p. 29). According to Ralph Kimball (2006), an other preeminent figure in data warehousing, a DW is a repository of integrated information from distributed, autonomous, and possibly heterogeneous sources, specifically, structured for analysis and consultation. A DW is a read-only analytical database that integrates all information from various operational data sources whose purpose is to generate reports and analyze data in order to support the strategic decision-making process in an enterprise.

The aim of a DW is to consolidate the information locked up in the different operational databases with information from other, often external data sources, and make it available for data analysis from a managerial perspective (Singh, 1998). Data stored in the DW are snapshots resulting from data transformations, quality control checks, and integration of operational data. The major benefit of a DW is the possibility to have interactive and immediate access to strategic information of an enterprise. Users with a managerial role in the organization make their own inquiries and crossing data, using specialized tools with graphical interfaces such as data mining and on-line analytical processing tools. Operations in a DW are not predominant transactions, as in operational databases but complex queries of joining, filtering, grouping, and aggregating large amounts of data (Wrembel & Koncilia, 2007).

Due to the special characteristics of a DW, the design strategies used for building and managing operational databases are generally not applicable to the design of data warehouses (Inmon, 2005; Kimball, 2006). The design of a DW is an inherently complex, costly, and time-consuming task. Building a DW involves extracting data from different data sources, in which many problems of inconsistency need to be dealt with (Ying Wah, Hooi Peng, & Sue Hok, 2007). Data extraction, cleansing and storage through ETL (Extract, Transform, Load) processes is also a complex and time-consuming issue because this process needs to combine all the different data sources and convert them into a uniform format, excluding possible inconsistencies, redundancies, and incompatibilities (Nicholson, 2003). Therefore, to ensure the end result meets its needs, successful implementation of a DW requires, among other things, a significant investment of time and energy of those who will be its users, identifying the business objectives, designing the DW architecture and implementing the DW system (Curtis & Joshi, 2011; Raduescu, 2003). However, as Nicholson and Stanton (2009) remark, only by combining and linking different data sources, library managers can uncover the hidden strategic information that can help to properly understand processes and services in library decision-making.

1.2.5 Data Mining

Data mining, also known as knowledge discovery in databases (KDD), can be defined as the process of analyzing large information repositories and of discovering implicit, but potentially, useful information (Han et al., 2011). Data mining has the capability to uncover hidden relationships and to reveal unknown patterns and trends by digging into large amounts of data (Sumathi & Sivanandam, 2006). The functions (or models) of data mining can be categorized according to the task performed: association, classification, prediction, and clustering (Hui & Jha, 2000; Kao, Chang, & Lin, 2003; Nicholson, 2006b).

Data mining analysis is based normally on three methods: classical statistics, artificial intelligence, and machine learning (Girija & Srivatsa, 2006). Classical statistics is mainly used for studying data, data relationships and for dealing with numeric data in large databases (Girija & Srivatsa, 2006; Hand, 1998). Examples of classical statistics include regression analysis, cluster analysis, and discriminate analysis. Artificial intelligence (AI) is used for applying “human-thought-like” processing to statistical problems (Girija & Srivatsa, 2006). AI uses several techniques such as genetic algorithms, fuzzy logic, and neural computing. Finally, the last technique is machine learning that can be described as a combination of advanced statistical methods and AI heuristics.
used for data analysis and knowledge discovery (Kononenko & Kukar, 2007). Machine learning uses three classes of techniques: neural networks, symbolic learning, and genetic algorithms (Chen, 1995). Data mining benefits from these methods but differs from the objective pursued: extracting patterns, describing trends, and predicting behavior. Data mining techniques are applied in a wide range of information based on subject matter wherein exist huge amounts of data. In this sense, data mining techniques used in the World Wide Web are called web mining; used in text are called text mining, and used in libraries are called bibliomining.

The application of bibliomining tools is an emerging trend that can be used to understand patterns of behavior among library users and staff, and patterns of information resource used throughout the library (Nicholson & Stanton, 2006). Bibliomining is highly recommended in providing useful and necessary information for library management requirements, focusing on the professional librarianship issues, but is highly database-technical dependent (Shieh, 2010). Bibliomining can also be used to provide a comprehensive overview of the library workflow in order to monitor staff performance, determine areas of deficiency, and predict future user requirements (Prakash, Chand, & Gohel, 2004). The resulting information gives the possibility to perform scenario analysis of the library system, where different situations that need to be taken into account during a decision-making process are evaluated (Nicholson, 2006a). An additional application is to standardize structures and reports in order to share data warehouses among groups of libraries, allowing libraries to benchmark their information (Nicholson, 2006a). Therefore, in order to improve the interaction quality between a library and its users, the application of data mining tools in libraries is worth pursuing (Chang & Chen, 2006). In literature, several case studies describe different approaches to analyze digital library collection based on data mining techniques; however, only a few studies are presented in literature which regard these techniques as a support tool for decision-making in services and collection (Decker & Höppner, 2006; Laitinen & Saarti, 2012). In most studies the authors conclude that the difficulties arise on deciding which data sources will be included, as well as on integrating the data coming from different platforms and applications.

### 1.2.6 Resource allocation and budgeting

Resource allocation, according to Barbara Blake Gonzalez (2011), is simply the most complex process of decision-making. In libraries, William B. Rouse (1975) argues that resource allocation can be performed at several levels. For instance, priorities within services or processes are defined on the lowest level, such as the number of librarians or computers for the reference services. At the intermediate level, the decisions are among the different services or processes. In this stage the concerns are about how to deal with the competition of resources, such as collection versus staff. The highest level relates to the competition between the library and other institutional departments. The objective in each stage of resource allocation is to assign funds in the most effective way in order to accomplish the objectives of the institution (Bookstein, 1974; Rouse, 1975). Additional elements in economic decision-making include strategic planning and budgeting. In turn, Bowen (1971) argues that planning and budgeting should be a closely integrated process.

A budget is an indispensable tool for management when aligning resource allocation with institution’s priorities. Unfortunately, budgeting is always a complex process since it has to deal with limited resources and growing requirements (Linn, 2007; Wise & Perushek, 1996). A budgeting process, unlike resource allocation, is usually a “top down” approach, as this is mostly directed by economic conditions and university priorities expressed by both institutional authorities and library administrators. Typical budgeting activities involve planning, control, coordination, communication, and prioritization of the resource allocation. Academic libraries, in particular, struggle to make budget decisions in a time of scarce resources, dealing with budgets that tend to decrease or, in the better case, tend to remain constant. In addition aspects like inflation, new information requirements, and increased cost of materials make the library budgeting process rather difficult (Chan, 2008; Sudarsan, 2006b).

Librarians have been discussing the best approach to allocate funds to their collection for a long time now. As a result, many budgeting system approaches to allocate resources can be found in
literature. In academic libraries, these budgeting systems are often mixed, incorporating two or more budgeting strategies such as formula, program-based, zero-based, incremental line-item, performance based and responsibility center based budgeting (Blake Gonzalez, 2011; Linn, 2007). This combination is applied, for example, because one method can be used externally when requesting for funds and a different method can be used when distributing those funds internally. When considering these various options it is wise to keep in mind Green and Monical's (1985) remark, "There are probably as many different ways of allocating resources in institutions of higher education as there are presidents of these institutions".

### 1.3 Aims of the Project

This section provides an overview of the purpose of the PhD study, followed by posing research questions related to the topic of the study.

#### 1.3.1 Purpose Statement

E-content revolution, technological advances, and ever-shrinking budgets oblige libraries to efficiently allocate their limited resources among collection and services. Unfortunately, this resource allocation is a complex process due to the diversity of constraints, data sources, and formats requiring analysis prior to decision-making, as well as the lack of efficient methods of integration.

The main purpose of this study is to develop an integrated model that can support libraries in making optimal budgeting and resource allocation decisions among their services and collection through a holistic analysis. To meet this goal, a holistic structure and the required toolset to holistically assess academic libraries is firstly proposed to collect and organize the data from an economic point of view. To do so, a four-pronged theoretical framework is used in which the library system and collection are analyzed from the perspective of users and internal stakeholders. Secondly, a data warehousing approach is proposed to integrate, process, and store the holistic-based collected data. Ultimately, several techniques to visualize and analyze the stored data that can help libraries in their decision-making, such as reporting and using data mining tools and optimization models, are explored and implemented. By proposing a holistic approach, this research study aims to provide an integrated solution that assists library managers to make economic decisions based on an “as realistic as possible” perspective of the library situation.

#### 1.3.2 Research Questions

The four major research questions (RQ) addressed in this dissertation are the following:

**RQ1:** How to collect data in a structured manner, covering the key aspects of a library, and at the same time, facilitating the understanding and replication of the data collection process.

In literature, many resource allocation approaches have been proposed; however, most of them mainly focus on economic allocation for either physical or digital collections separately. The answer to this question is addressed in Chapter 2, where a holistic architecture for data collection is proposed based on an extensive literature review. This holistic approach assesses the library collection and services by analyzing key elements including service performance analysis, quality control, collection usage analysis, and information retrieval effectiveness. One of the advantages of this holistic assessment architecture is the ease of understanding, completeness, replicability, and applicability to both physical and digital resources. An example of organizing and collecting the information based on this holistic approach is presented in Appendix A.
RQ2: How to calculate the cost of library services based on a formal costing analysis in a way that can be widely and effectively applied, while minimizing the required resources.

Libraries have a long history in collecting statistics and data, extensive enough for filling all the quadrants of the holistic assessment structure: service, collection, quality, and usage analysis. However, this research study not only requires including these data but also the cost of services and collection as the basis for an optimal resource allocation and budgeting process. For some aspects like library collection, the cost is normally the same no matter how often the collection is accessed because of a fixed subscription and purchasing cost; but for others like library services, it presents a great challenge. Libraries are not used to performing formal costing analyses to their services and processes. This research question is first analyzed in Chapter 3 with a comprehensive state-of-the-art account of costing systems with special emphasis on TDABC. By describing the TDABC implementation in several library processes, Chapters 4 and Appendix B present TDABC as a useful costing system for librarians and library managers who want to perform a cost analysis in a formal and accurate manner, while keeping simplicity and ease of implementation. Eventually, Chapter 5 addresses RQ2 by utilizing TDABC to maximize process benchmarking.

RQ3: What architecture is adequate to store the data collected through the holistic approach from different sources and formats that enables to analyze and maintain big quantities of data?

With a complete framework for data collection, these data coming from multiple sources, and therefore with different formats, need to be integrated and stored in an adequate solution for decision support. Subsequently, such solution should allow data manipulation, analysis, and visualization. Unfortunately, such integration presents a big challenge to be addressed since these different data sources normally use dissimilar formats and access methods. To overcome these shortcomings, a data warehousing approach is proposed in Chapter 6 to integrate, filter and process all the information extracted from many different systems based on a holistic approach. In this chapter, the design of an integrated decision support system based on data warehousing techniques is presented through a case study.

RQ4: What tools and strategies can be used to visualize and analyze strategic information to support libraries in decision-making?

Strategic data stored in the data warehouse are used for different purposes: 1) data visualization and reporting, allowing library managers to publish library indicators in a simple and quick manner by using online reporting tools; 2) sophisticated data analysis through the use of data mining tools; and 3) input for optimization models. An implementation of data visualization and reporting is indicated in Chapter 6. Data mining or bibliomining techniques analyze large information databases and discover implicit, but potentially, useful information. Data mining has the capability to uncover hidden relationships and to reveal unknown patterns and trends by digging into large amounts of data. Chapter 7 addresses RQ4 by reporting the results of an exploratory and systematic literature review of the use of data mining applications in academic libraries. Based on these results and implications, an experimental use of bibliomining techniques to support library decision-making is described in Chapter 8. Eventually, preliminary experiences of an optimization model implementation to solve materials budget allocation are reported in Chapter 9.

1.4 Case Studies

Most studies about resource allocation in libraries have primarily been performed in Europe and North-America. Up to now, no Ecuadorian or Latin-American studies have been documented in this
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area. For decades, public Ecuadorian universities have suffered financial limitations. In addition to this difficult situation, 85% of those limited resources have been taken up by salaries\(^1\), displacing the library funds allocation to a “second fiddle”. Knowing that one of the determining facts for the development of science and technology is the possibility to have access to scientific knowledge, libraries become key players for their access and dissemination. Therefore, the proper allocation of limited resources in Ecuadorian libraries becomes a very important process that needs to get the attention that is deserved. The following paragraphs present an overview of the selected case studies, e.g., two libraries were selected as main case studies: one of the biggest academic libraries in Ecuador and a big, modern academic library in Belgium.

The University of Cuenca (UC) library, or Regional Documentation Centre “Juan Bautista Vazquez” (or CDRJBV for its acronym in Spanish), is considered one of the most modern and biggest libraries in Ecuador. Its collection, principally supporting the University teaching mission, consists of about 250,000 books (i.e., 18 titles per student which is far above the national ratio), digital databases, and multimedia contents. CDRJBV, daily visited by an average of 1,200 students, is operated by 20 full-time staff members distributed in the main library and two branches\(^2\).

In general, at the University of Cuenca, funds for library collection development are allocated by faculties; each faculty decides what to subscribe/acquire and what to unsubscribe, generally following historical spending patterns, and in some cases, based on their own finances and priorities. CDRJBV does not manage its own budget; only a small percentage of funds are assigned to the library for operative expenses. In this way, librarians, in many occasions, have failed to answer the question of why more resources are allocated to one faculty collection than another. This historical spending pattern favors certain faculties and knowledge areas and negatively affects newer and emerging faculties or departments within the University.

On the other hand, CDRJBV has come to a crucial stage within its development. Thanks to the Cooperation Program VLIR-IUC (Council of Flemish Universities - Institutional University Cooperation) since 2008, the library is working on the improvement of its services, including new technological infrastructure, organizational structure and information systems. In addition, the current Ecuadorian government has introduced an aggressive strategy to improve quality education, making universities pay attention to libraries for accreditation purposes. Despite these favorable opportunities, there is still little progress in terms of library development. Therefore, under the current functioning conditions and limited offered services in CDRJBV, a stand-alone case study is insufficient to validate the resource allocation model. It is necessary to work in parallel with libraries that already handle a broader range of services. Therefore, these other libraries were chosen as additional case studies to analyze and validate each stage of the research study. One of the libraries selected for this purpose was the Arenberg Campus Library of the KU Leuven.

The Arenberg Campus Library (Campusbibliotheek Arenberg - CBA) is considered as one of the largest and most modern libraries into the areas of science and engineering in Belgium. The library has a collection of one million books, reference works, and additionally offers electronic and multimedia facilities. The CBA staff, approximately 19 full-time equivalent employees (FTE) provide service to about 10,000 potential customers (Bogaerts, Dekeyser, & Holans, 2002). CBA provides its services to the faculties of science, engineering, bioscience engineering, kinesiology, and rehabilitation sciences. To improve cost efficiency and effectiveness, CBA has been forced to find new strategies to deliver its services, such as the use of new technologies, improving access to e-journals and databases, automation of repetitive processes and deployment of new digital and physical services. However, library budget cuts urge the CBA management to keep improving its understanding and selection of the information collected for budget decision-making.

\(^1\) Interview with CFO of the University of Cuenca

\(^2\) Interview with Director of the Library of the University of Cuenca
To deeply analyze the cost of library services, the processes of the Biomedical Library of the University of Ghent (Kenniscentrum voor de Gezondheidszorg Gent - KCGG) are also incorporated in the study in order to corroborate the value of the proposed costing technique. KCGG\(^3\) is the faculty library for the Faculties of Medicine, Health, and Pharmaceutical Sciences. Founded in 1991 as a joint initiative of the University of Ghent and the Ghent University Hospital (Universiteit Ziekenhuis - UZ), KCGG also holds the collection of the UZ campus departmental libraries. Besides these two libraries in Belgium, used to develop the costing model, and the CDRJBV in Ecuador, utilized to validate the initial model, ten additional Ecuadorian academic libraries were also analyzed through the proposed costing technique in order to improve the model. These universities were selected at the beginning of this research study. The selected universities were classified as Category A according to CONEA’s evaluation (National Council for Accreditation of Higher Education - Ecuador) (Consejo Nacional de Evaluacion y Acreditacion de la Educacion Superior del Ecuador, 2009).

1.5 Dissertation Overview

This section provides an overview of the dissertation structure. Although this PhD dissertation is a compilation of articles, and consequently all chapters can be read independently, there is a logical order, depicted in Figure 1.3 in which the investigation was developed and that is reflected in this dissertation. The dissertation consists of eleven chapters. The Introduction and the Conclusion sections are Chapters 1 and 10. Chapter 2 meets RQ1 by detailing a holistic structure and the required set of tools to holistically assess academic libraries from an economic perspective; Chapters 3, 4 and 5 address RQ2 and complement the holistic structure by analyzing and implementing a costing system which is fundamental to calculate both, the costs of processes and library services. Chapter 6 meets RQ3 by proposing and implementing a data warehousing architecture to integrate, process, and store the holistic-based collected data. The forth research question is addressed in Chapters 7, 8 and 9 by describing and implementing several techniques to analyze and visualize the compiled data.

![Figure 1.3: Structure of the dissertation](image)

The second part of this dissertation starts in Chapter 2 by detailing an evaluation framework approach and the required set of tools to holistically assess academic libraries from an economic point of view. Additionally, a data warehouse architecture is proposed to integrate process and store the holistic-based collected data.

\(^3\) Biomedical Library of the University of Ghent - [http://www.kcgg.ugent.be/](http://www.kcgg.ugent.be/)
In Chapter 3, a comprehensive literature review of Time-Driven Activity Based Costing (TDABC) is provided. TDABC is a relatively new tool to improve the cost allocation to products and services. After a brief overview of traditional costing and activity based costing systems (ABC), a detailed description of the TDABC model is given and a comparison made between this methodology and its predecessor ABC. Thirty-six empirical contributions using TDABC over the period 2004-2012 are analyzed. Findings are grouped according to the main areas of application of the method such as logistics, manufacturing, services, health, hospitality and non-profit services. Potential benefits and challenges are identified.

Chapter 4 presents a detailed case study and corresponding analysis conducted using TDABC on the lending and returning processes of an academic library in Belgium. The applicability of TDABC in academic libraries is illustrated with special attention to large-scale libraries. To do so, the chapter firstly provides a theoretical background of TDABC, including its main characteristics and limitations. Then, the TDABC implementation in the case study is analyzed, identifying key benefits and deployment limitations faced during the process. Finally, some conclusions and recommendations for future work are also provided.

Chapter 5 provides more detailed insight of using TDABC to benchmark library processes. The chapter starts by explaining the different steps involved in implementing TDABC in academic libraries, followed by a comparison of the work processes and procedures. Next, the benefits and detriments encountered when implementing the TDABC model in two medium-sized academic libraries in Belgium are described. For this purpose, four main library functions are studied: acquisition, cataloging, circulation, and document delivery. This chapter ends by offering a number of recommendations where process flow improvements were discovered.

The third part of this dissertation starts in Chapter 6 with the analysis and design of an integrated decision-support system based on data warehouse techniques for an academic library. To this end, the holistic approach described in Chapter 2 is used for data collection. Based on this proposed approach, a set of queries of interest is described to be issued against the integrated system. Then, relevant data sources, formats and connectivity requirements for a particular case study are identified. Next, a data warehouse architecture is proposed to integrate, process, and store the collected data transparently. Eventually, the stored data are analyzed through reporting techniques, specifically on-line analytical processing tools.

The fourth part of this dissertation starts in Chapter 7. This chapter introduces data mining as an additional technique to analyze and visualize strategic library information. A comprehensive literature review and classification scheme for data mining techniques applied to libraries is provided. Forty-one empirical contributions over the period 1998-2014 are analyzed for their direct relevance. To do so, a detailed explanation of the research methodology adopted is first provided. This is followed by a description of the proposed method for classifying data mining applications in libraries. Classification results are then presented and discussed. The chapter finalizes by presenting limitations of the study and by outlining research implications and prospects for future research developments.

Chapter 8 reports an experimental use of data mining techniques for library decision-making. The three-layer data warehouse architecture described in Chapter 6 is used to integrate, process, and store the collected data. First, the theoretical background and related work is briefly presented. Next, the chapter describes the selection of methodology for the construction of the DW, as well as the architecture and implementation framework. The stored data are then queried and analyzed utilizing three data mining techniques: regression, clustering, and classification. Chapter 8 finalizes by summarizing lessons learned and identifying future challenges and directions.

Eventually, Chapter 9 documents early experiences of developing an optimal resource allocation model to distribute resources among the different processes of a library system. Specifically, this chapter addresses the problem of allocating funds for digital collection among divisions of an academic library. The chapter defines an optimization model for the problem with an objective of
maximizing the usage of digital collection over all library divisions subject to a single collections budget. An application of this model to an academic library in Belgium is discussed.
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PART II

Data Source
Chapter 2: Holistic Structure Approach for Data Collection


This chapter details an evaluation framework approach (Research Question 1) and the required set of tools to holistically assess academic libraries from an economic point of view. Besides a data warehouse architecture is proposed to integrate process and store the holistic-based collected data.

Apart from typographical adjustments, the content of this chapter is identical to the content of the published paper quoted above; where necessary, additional information or remarks are added in footnotes. The layout is adapted for consistency throughout this dissertation. Some redundancy with other chapters is unavoidable as an academic article needs its own introductory sections. This, however, entails the advantage that the chapter can be read separately.

Abstract

E-content revolution, technological advances, and ever-shrinking budgets oblige libraries to efficiently allocate their limited resources between collection and services. Unfortunately, resource allocation is a complex process due to the diversity of data sources and formats required to be analyzed prior to decision-making as well as the lack of efficient methods of integration. The contribution of this article is twofold. We first propose an evaluation framework to holistically assess academic libraries. To do so, a four-pronged theoretical framework is used in which the library system and collection are analyzed from the perspective of users and internal stakeholders. Second we present a data warehouse architecture that integrates, processes, and stores the holistically based collected data. By proposing this holistic approach, we aim to provide an integrated solution that assists library managers to make economic decisions based on a perspective of the library situation that is as realistic as possible.

Contributions of the first author

The first author's contributions are: the literature study on holistic evaluation, the new holistic approach proposed, set of tools and methodologies to evaluate each quadrant, data warehouse architecture, and conclusions.
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2.1 Introduction

Amid limited funding resources, libraries strive to efficiently deal with technological advances and e-content revolution (Bertot, 2011). In fact, academic libraries face hard budget constraints due to the global economic crisis (Sudarsan, 2006a; McKendrick, 2011). This dilemma stems from library services usually being "free of charge" but not free of costs and strongly dependent on public funding (Stouthuysen et al., 2010). As a result, despite cuts, mergers, and budget freezes, libraries must create, maintain, and improve their services (Cottrell, 2012; Cox, 2010; Guarria & Wang, 2011). Furthermore, the latest technological advances and e-content revolution, such as the growing presence of e-books, and the proliferation of tablets and mobile devices, have influenced the manner in which information is disseminated and consumed (Allen Press, Inc., 2012; Brook & Salter, 2012). As a consequence, academic libraries are rapidly reallocating budgets from print to digital resources. For example, David Nicholas, Ian Rowlands, Michael Jubb, and Hamid R. Jamali (2010), report that although e-books still account for a small proportion of total spending - approximately 5% - this figure is rising rapidly. Online content facilitates managing information, is often cost effective, and more easily accessible than printed resources; however, it also contributes to increasing the complexity of the resource allocation process (Chan, 2008; Guarria, 2009; Poll, 2001). For instance, one problem with a subscription-based digital library collection is the variability of yearly prices that has evolved in the last years (Allen Press, Inc., 2012). Furthermore, in order to provide these e-services, academic libraries have to deal with challenges such as the lack of uniformity in license terms, lease conditions, access restrictions, and librarians’ expectations (Walters, 2013).

Dynamic components such as the e-content revolution, technological advances, and ever-shrinking budgets constantly force libraries to be more innovative in providing, justifying, and evaluating the effectiveness of their services (ACRL Research Planning and Review Committee, 2010; Blixrud, 2003). David J. Ernst and Peter Segall (1995) state that institutions in these difficult circumstances are called upon to develop a strategic and well-coordinated budget plan by means of a "holistic approach". The objective of the holistic approach is to help organizations define a set of measures that reflect their objectives and assess their performance appropriately (Matthews, 2011). The holistic approach requires interconnecting all necessary components in a way that responds to both shrinking resources and dynamic library services. Unfortunately, interconnecting and analyzing all the heterogeneous data sets are complex processes due to the large number of data sources and volume of data to be considered. Therefore, the aim of the paper is twofold. First, we present a holistic structure and the required set of tools for collecting data from an economic point of view. The holistic structure uses a theoretical framework based on a two-dimensional evaluation matrix (Figure 2.1) in which the library system and its collection are analyzed from an internal and external perspective. Secondly, we propose the design of an integrated decision support system that integrates, processes, and stores the collected data.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Library System</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perspective</strong></td>
<td><strong>Internal (Library System)</strong></td>
<td>1. What does the library system consist of?</td>
</tr>
<tr>
<td></td>
<td><strong>External (Users)</strong></td>
<td>2. How effective is the library system?</td>
</tr>
</tbody>
</table>

*Figure 2.1: Conceptual matrix for holistic measurement (Nicholson, 2004)*
2.2 Theoretical background

A budget is a financial plan that normally reflects the organization’s priorities; through this, managers boost important activities by allocating enough resources to them and ration resources for less-important areas of an organization (Linn, 2007). Many approaches of budgeting systems have been proposed in literature, such as incremental-line-item, formula-based, mathematical decision model-based, zero-based, and “home-made” resource allocation methods (Linn, 2007; Smith, 2008). Each budgeting system functions differently and is often used in combination with other methods. For instance, one method can be used externally when applying for funds, and another can be used when distributing those funds internally.

In the case of academic libraries, collection budgets used to be allocated by taking into account several factors such as the number of students, circulation of materials, interlibrary loans, number of researchers, and average cost of materials per discipline (Kao et al., 2003). Unfortunately, these indicators to quantify the collection requirements or the usage statistics are not enough anymore. Libraries nowadays must be able to show, on the one hand, their investments and the availability of their resources in producing better results in research and education, and, on the other hand, their effectiveness in delivering library services (Laitinen & Saarti, 2012). To do so, library managers must have enough data to ensure the integration of different areas involved in the library system in order to evaluate and decide how to allocate and prioritize resources to each service or material that a library requires. In this respect, a holistic evaluation to obtain a thorough knowledge of the library system becomes an interesting alternative to be used as a manner in which to organize the data collected for a resource allocation process.

Holism is a concept which emphasizes the importance of the whole and the interdependence of its parts (The American Heritage Dictionaries, 2011). This means that systems work as a whole and cannot be fully understood by analyzing their components separately. If this concept is translated to libraries, holism can be seen as an analysis that emphasizes the importance of the entire library and the interdependence of its processes, collection, and services. Many resource allocation approaches, based on holistic evaluations, have been proposed; however, the majority focuses separately on the economic allocation for physical or digital collections. For instance, F. Wilfred Lancaster (1977, 1988) establishes evaluation procedures only for traditional library services, and Ying Zhang (2010) and Norbert Fuhr, Giannis Tsakonas, Trond Aalberg, Maristella Agosti, Preben Hansen, Sarantos Kapidakis, and Claus-Peter Kas (2007) propose a holistic evaluation model for digital library services. In contrast, Scott Nicholson (2004) proposes a theoretical analysis framework to support libraries in gaining a more thorough and holistic understanding of their users and services for both digital and physical services. As can be seen in Figure 2.1, Nicholson proposes an evaluation matrix with four quadrants in which columns represent the topics library system and collection, and rows represent the perspectives of library staff and users. Because of the ease of understanding, completeness, and applicability to both physical and digital resources, this theoretical framework is adopted as a basis to propose a holistic structure for data collection and in turn, uses these data sets as an input for an integrated decision support system.

The following items briefly describe the main features of each quadrant proposed by Nicholson:

1. If the library system is analyzed from an internal perspective, the question to be answered is "What does the library system consist of?" This is a traditional type of analysis that can include bibliographic collection aspects, organizational flows, computer interfaces, processes, staff, and resources.

2. The second quadrant evaluates the user’s perception about service quality. Aboutness, effectiveness and usability of the library services are the main aspects studied. The question to be answered is "How effective is the library system?"

3. The third quadrant is centered on "How useful is the library system?" This quadrant allows quantification of the impact of the library collection on its users, thus providing library managers with a better basis for decision making when acquiring new bibliographic
materials. By evaluating the current bibliographic collection, libraries may discover possible gaps and plan future collection development (Agee, 2005).

4. The fourth quadrant aims to answer the question “How is the library system manipulated?” This quadrant analyzes the use patterns followed to manipulate the library system. For instance, in digital library services, unlike circulation patterns in traditional services, it is possible to track everything users do within the library system, allowing libraries not only to know what users retrieve but also what they looked for and could not receive.

Thus, by incorporating this simple, but at the same time powerful, theoretical framework to organize the data collection required, this study ensures that evaluating the collection and services in academic libraries is based on a holistic model.

The remainder of this article is divided into three sections. Section 2.3 describes the data collection procedure to holistically analyze academic libraries from an economic perspective. Section 2.4 proposes the design method and structure of a decision support system based on data-warehouse and data-mining technology. Finally, conclusions are drawn in the last final section.

2.3 Data collection through a holistic perspective

In this section, Nicholson’s conceptual matrix is used as a basic reference to propose a structured data collection that ensures a holistic analysis of an academic library from an economic point of view. Based on this structure, a set of tools is provided to collect data for the specific requirements of each quadrant. An example of implementing the proposed holistic approach and tools is presented by Lorena Siguenza-Guzman, Ludo Holans, Alexandra Van den Abbeele, Joos Vandewalle, Henri Verhaaren, and Dirk Cattrysse (2013). The authors highlight the key benefits, challenges, and lessons learned from the implementation of this holistic approach in an academic library in Belgium.

2.3.1 First quadrant: internal perspective of the library system

In this quadrant, the traditional library evaluation (i.e., measurements based on library staff, processes, or systems, but not users) is the main aspect studied. The internal perspective of the library system largely covers the topics related to processes and services carried out within the library system. From an economic perspective, it refers to the need for analyzing the costs incurred and the resources consumed by library processes. Cost analysis techniques, of which the traditional costing system has been one of the most widely used, have been present in libraries for many years. Jennifer Ellis-Newman, Haji Izan, and Peter Robinson (1996), for instance, describe several studies on library costs that were undertaken in the United States. These studies were carried out with cost allocation models compatible with traditional costing methods. In this type of system, the total cost consists of direct costs such as the cost of consumed resources and direct labor hours, and a percentage of overhead as indirect costs, which are specific costs such as maintenance, marketing, depreciation, training, and electricity. Traditional costing systems are adequate when indirect expenses are low and service variety is limited (Ellis-Newman & Robinson, 1998). However, in environments with a broad range of services such as libraries, indirect costs have increasingly become more important than direct costs (Siguenza-Guzman, Van den Abbeele, et al., 2013).

Seeking to remedy these limitations, libraries started employing more-advanced cost calculation techniques such as Activity-Based Costing (ABC). ABC is an alternative costing system promoted by Robin Cooper and Robert S. Kaplan (1988). Compared with traditional costing methods, ABC performs a more accurate and efficient treatment of indirect costs (Ellis-Newman & Robinson, 1998). In fact, ABC first accumulates overhead costs for each activity and then assigns the costs of the activities to the services causing that activity. An activity for libraries is defined as an event or task undertaken for a specific purpose such as cataloging, loan processing, shelving, and acquisition orders (Ellis-Newman, 2003). An extensive stream of literature describes ABC as a system that
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provides interesting advantages for decision making in libraries (Ching, Leung, Fidow, & Huang, 2008; Ellis-Newman, 2003; Ellis-Newman & Robinson, 1998; Gerdsen, 2002; Goddard & Ooi, 1998; Heaney, 2004; Novak, Paulos, & Clair, 2011; Skilbeck & Connell, 2001). However, ABC has great limitations, for instance, a high degree of subjectivity in estimating employees' proportion of time spent on each activity; the excessive time, resources, and money for data collection; and the difficulties to model multi-driver activities (Siguenza-Guzman, Van den Abbeele, et al., 2013).

Time-driven activity-based costing (TDABC) is an approach developed by Robert S. Kaplan and Steven R. Anderson (2003) in order to overcome the ABC limitations. TDABC uses only two parameters to assign resource costs directly to the cost objects: 1) the unit cost of supplying resource capacity and 2) an estimated time required to perform an activity (Yilmaz, 2008a). For each activity, costing equations are calculated based on the time required to perform an activity (Yilmaz, 2008a). This time can be readily observed, validated, and then computed by time equations, which are the sum of individual activity times (Kaplan & Anderson, 2007b). By using these equations, all possible combinations of activities can be represented, for example, when different types of services do not necessarily require the same amount of time to be performed. Lorena Siguenza-Guzman, Alexandra Van den Abbeele, Joos Vandewalle, Henri Verhaaren, and Dirk Cattrysse (2013) highlight five TDABC advantages: 1) simplicity in building an accurate model, 2) possibility of using multiple drivers to design cost models for complex operations, 3) good estimation of resource consumption and capacity utilization, 4) versatility and modularity for updating and maintaining the model, and 5) possibility of using the model in a predictive manner.

Up to now, four important studies concerning TDABC in academic libraries have been applied to very specific processes such as the interlibrary loan (Pernot et al., 2007), acquisition (Stouthuysen et al., 2010), circulation (Siguenza-Guzman, Van den Abbeele, Vandewalle, Verhaaren, & Cattrysse, 2014b), and cataloging processes (Siguenza-Guzman, Van Den Abbeele, et al., 2014). In these case studies, TDABC is described as a model that offers a relatively quick and less expensive way to design useful costing models. In addition, Siguenza-Guzman et al. (2013) document the experience of implementing TDABC in 12 library processes. The study highlights three specific advantages: the possibility of disaggregating values per activity, of comparing different scenarios, and of justifying decisions and actions. Two specific challenges are also reported: the significant time required in the data collection, and the staff discomfort with being observed. However, potential solutions to overcome these challenges are also recommended; for instance, the use of a dedicated software tool to perform TDABC analyses, as well as the need for an appropriate communication strategy among library managers and staff to clearly explain the purpose of measurement. In all case studies, the authors conclude that TDABC is, so far, the best system to evaluate costs, processes, and services in academic libraries. TDABC provides accurate information of the library activities, which may help managers get a better understanding of how the library uses its time, costs, and resources. Nevertheless, this information is not sufficient for making management decisions in the library. For instance, consider the following scenario. A library manager is asked to reduce staff due to the high costs of salaries. He consults the costing system, and after a "what-if" analysis, he finds that reference service occupies a surplus of librarians and that by reducing this number, he fulfills the requirement.

Initially, this seems like a good option; however, it provides only a partial solution. The library manager should still consider other aspects, such as the users' perceptions of the service quality falling below the tolerated levels, and the impact of the decision on the entire library system.

2.3.2 Second quadrant: external perspective of the library system

Once the library system has been measured from an internal point of view, the evaluation is balanced by introducing the users' perspectives. By doing this, the framework allows library managers to see beyond the system, staff, or processes and to understand what users really need and desire from the services performed by a library. Nicholson (2004) proposes to evaluate the
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Aboutness, pertinence, and usability of a library system, including both physical and digital resources. Aboutness refers to analyzing the relevance of library resources and services to their users. It is based on the users' personal judgments of the conceptual relatedness between the users' needs and services offered (Kowalski, 2011). Pertinence takes into account the user and the situation in which the service is to be used. It assumes that users can only make valid judgments about the suitability of services for solving their information needs (Kowalski, 2011). Finally, usability refers to evaluating the library system reliability, meaning whether it can be used without problems.

Libraries have a long history of collecting users' statistics to monitor service quality (Horn & Owen, 2009). In literature, different approaches have emerged (Nitecki & Hernon, 2000); for instance, one approach is centered on the use of SERVQUAL (for SERVice QUALity) measurements. SERVQUAL is a popular tool from the 1980s developed for assessing service quality in the private sector. This model uses the service quality gap theory proposed by Valerie A. Zeithaml, A. Parasuraman, and Leonard L. Berry (1990) to summarize a set of five gaps showing the discrepancy between perceptions and expectations of customers and managers. Danuta A. Nitecki and Peter Hernon (2000) note that by applying this instrument, libraries gain knowledge about the customer conceptualization of what a service should deliver and how well the service complies with idealized expectations. Another approach is based on the work of Peter Hemon and Ellen Altman (1996, 2010), who build their analysis on an extensive set of expectations around the gaps theory to look at the service nature of libraries. They suggest a pool of more than 100 candidate service attributes from which staff can select a subset potentially having the greatest relevance to their library (Nitecki & Hernon, 2000). An additional approach, described by Joseph R. Matthews (2013), combines data about the library use and library services with other data available on the academic campus. For instance, the author suggests that for university students, library use and services should correlate with either direct or indirect measures of student achievement. Examples of direct measures include the capstone experience, use of a portfolio, or a standardized exam. Indirect measures could include students' grade point averages, success in graduate school exams, and graduate student publications.

Stephanie Wright and Lynda S. White (2007) report the top-five assessment methods used in the past by libraries to measure service quality: statistics gathering, suggestion boxes, web usability testing, user interface usability, and satisfaction surveys. Within these methods, the authors mention that locally designed user satisfaction surveys were widely used; however, they have lately been replaced by surveys developed elsewhere. A detailed description of some of these user-survey methods is provided by Claire Creaser (2006). The author focuses her analysis on the SCONUL user-survey template and the LibQUAL+® surveys. In this article, SCONUL is described as a standard template with a considerable degree of flexibility. SCONUL is offered by the Society of College, and National and University Libraries, and can be adapted to suit local circumstances. LibQUAL+®, likewise, is described as a valuable tool for benchmarking because of its uniformity and limited scope for customization.

The LibQUAL+® survey is a set of services based on web surveys offered by the Association of Research Libraries (ARL). These surveys are based on SERVQUAL measurements, which allow requesting, tracking, understanding, and acting upon users' perceptions of the service quality offered by libraries (Association of Research Libraries, 2012). LibQUAL+®, which was initiated in 2000 as an experimental project, has been applied by more than a thousand libraries around the world, and thanks to its great success it is now considered a standard assessment tool for measuring the quality of services based from users' perceptions (Cook, 2002). This survey helps libraries to assess their strengths and weaknesses, and also benchmark themselves against their peers in order to improve their library services (Franklin, Kyriillidou, & Plum, 2009; Saunders, 2007). The LibQUAL+® survey consists of 22 items or questions that are grouped into three quality dimensions: services provided, physical space, and information resources (Saunders, 2007). The measurement for each perspective uses a scale from 1 to 9. For each question, users give three ratings or levels of service: the minimum expected service quality, the observed or perceived service level, and the desired service level or maximum expectations. Siguenza-Guzman et al. (2013) document the experience of utilizing the LibQUAL+® survey to assess library service
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quality. Their study describes the survey results and the action points taken that arose from the survey results. The authors state that although LibQUAL+® provides information on the set of services that require additional attention, some considerations must be taken into account, for example, a data preparation period required to define language and population, granularity to provide benchmarking within branch libraries, and the need of strategies to stimulate participation rates.

By integrating the users’ satisfaction criteria with the proposed analysis, library managers now have a broader view of the library system, as they have information about their services and the users’ opinions on such services. Assessment methods such as statistics gathering, suggestion boxes, web usability testing, user interface usability, and satisfaction surveys (e.g., LibQUAL+®, or a locally designed survey) are valuable tools to be integrated in our evaluation matrix. The library manager in the aforementioned example may use LibQUAL+®, for instance, to analyze whether the quality of service provided by the reference librarians still lies within the tolerance zone once the changes have been made. Alternatively, libraries can also devise their own instrument, which can be particularly useful for investigating detailed issues (Creaser, 2006). Nevertheless, the selection of the tools to be used in this quadrant depends on their current availability in the library and the decision of library managers whether to include other measures in the model.

2.3.3 Third quadrant: external perspective of the library collection

The goal of this quadrant is to evaluate the usefulness of the library collection. This information allows libraries to gain a more holistic understanding of users’ needs and to acquire material that complements current holdings, either improving weak areas or enriching strong collections (Agee, 2005). To do so, two types of measurement are available: 1) through direct contact with the users in order to document which bibliographic materials are valuable to them and 2) through indirect contact by the use of bibliometric analysis (Nicholson, 2004).

Bibliometrics can be defined as the use of mathematical and statistical methods to analyze the use of library information resources. The main focus of bibliometric analyses is on bibliometric distributions of events, such as the productivity of scientific journals, distributions of words in a text, productivity of scientific authors, and circulation of journals within a library or a documentation center (Laforge & Laine-Cruzel, 1997). Traditional bibliometrics studies use information about the creation of bibliographic documents such as authors and documents cited, and the metadata associated with them, for example, a general topic area or the specific material in which the metadata appeared. For these studies, the frequency-based analysis is mainly used; nevertheless, many newer bibliometric studies are use visualization techniques and data mining to explore patterns in the creation of these analyses (Nicholson, 2006 b).

Of these methods, citation analysis is the best known and most often used, and it is also the one that best meets our requirements for analyzing the use of library information resources. Citation analysis is defined by several authors as: 1) the “wide-ranging area” of bibliometrics that considers the citations to and from documents (Diodato, 1994); 2) a method often used to generate core lists of journals deemed critical to the research needs of an institution (Wallace & Van Fleet, 2001); 3) a technique for counting, tabulating, and ranking the number of times that sources are cited in a document (bibliographies, footnotes, and/or indexing tools) (Edwards, 1999); 4) a method for identifying journals that are often cited, some of which are not from the collection (Feyerreisen & Spoiden, 2009). Summarizing the definitions and adjusting them in the context of this research, citation analysis is defined here as a technique for counting, tabulating, and ranking the number of times sources are cited to and from documents in order to analyze the use of a collection. Citation analysis is normally based on samples collected from students’ PhD dissertations and master theses. Louise S. Zipp (1996) states that citations from these sources are reliable because they are much more easily and comprehensively gathered and because they reflect the interests of local research groups. Nevertheless, K. Brock Enger (2009, p. 109) recommends caution in the use of
citation analysis. For instance, common lists should be created by comparing library’s own results with those of other institutions because students tend to seek only locally owned sources and in many cases may lack the expertise needed to identify the most appropriate sources (Feyereisen & Spoiden, 2009). Likewise, useful information may not be cited, or may be cited by professors, post docs, or researchers in other documents such as syllabi, reports, or books (Feyereisen & Spoiden, 2009), or by those who do not publish, such as undergraduate and graduate students (Duy & Vaughan, 2006). One solution to avoid these omissions is proposed by Robert N. Bland (1980), who suggests citation analysis of the textbooks used in the curriculum.

Vendor-supplied statistics is an additional bibliometric method for evaluating the usefulness of a library collection. The vendor-supplied statistics, also called electronic journal usage data, are usually collected via publisher websites. These lists are normally supplied by vendors as part of their subscription contract. A case study performed by Joanna Duy and Liwen Vaughan (2006, p. 515) advocates the use of this technique to replace the “traditional, expensive and time-consuming manual compilation” of reference lists.

In published journal articles, authors include several references to articles, books, links, and other resources. These citations describe the sources of some concepts or ideas included in the document. At the same time, they help the reader to find relevant information about the topics that were introduced in the original article (He & Cheung Hui, 2002). To measure the value of a journal by the number of citations that a document has had, citation databases have been created. According to Robert A. Buchanan (2006), a citation database serves two purposes: 1) to index the literature using cited articles as index terms, and 2) to measure the number of times a publication has been cited in the literature. A citation database is a warehouse database that analyzes the impact of peer-reviewed literature. The most famous citation databases are Web of Science and Scopus. The selection of a database depends on the research focus. For instance, Scopus covers more relevant journals of medical informatics than does Web of Science (Spreckelsen, Deserno, & Spitzer, 2011).

This study considers that by combining citation analysis, citation database, and vendor-supplied statistics, library administrators will gain an extensive knowledge about the value of their collections. This proposal is also supported by several authors who agree that the use of different methods leads to a more robust indication of collection use and users’ needs (Beile, Boote, & Killingsworth, 2004; Duy & Vaughan, 2006; Enger, 2009). The early experiences in developing a project combining these methodologies are documented by Siguenza-Guzman, Holans, et al. (2013). The project analyzes more than 1,200 PhD dissertations submitted over a six-year period (2005-2010). In addition, four databases were created to evaluate citations patterns, publishing patterns, journals downloaded, and journals’ impact factors. The authors describe several challenges faced up to now, for instance, 1) the amount of time required to collect the information and incorporate them into databases; 2) the need for a defined standard for naming (e.g., journal’s abbreviations); and 3) the need for dedicated software to collect the large amount of information and to evaluate the results.

2.3.4 Fourth quadrant: internal perspective of the library collection

The final quadrant measures users’ behavioral aspects within a library system, namely the users’ interactions with the system. This interaction is utilized to study users’ preferences and to use this information to personalize services (Agostii, Crivellari, & Di Nunzio, 2009).

Transaction log analysis (TLA) is one of the most important and well-known techniques that has been utilized for this purpose. TLA is defined by Thomas A. Peters (1993, p. 42) as “a form of system monitoring and as a way of observing, usually unobtrusively, human behavior.” Marcos GonÇalves, Ming Luo, Rao Shen, Mir Ali, and Edward Fox (2002) describe log analysis as a primary source of knowledge in how digital library users actually exploit digital library systems and how systems behave while trying to support users’ information-seeking activities. In the context of web search,
the storage and analysis of log files are mainly used to: 1) gain knowledge on users and improve services offered through a web portal without the need to bother users with the explicit collection of information (Agostii et al., 2009), 2) assist users with query suggestions (Kruschwitz et al., 2011), and 3) study the use of online journals and their users’ information-seeking behaviors (Jamali, Nicholas, & Huntington, 2005). Measures of usage analysis can include the number and titles of journals used; number of article downloads; usage over time; and a special analysis of subject, date, and method of access (Nicholas, Huntington, Jamali, & Tenopir, 2006).

Many studies have been conducted to corroborate the use of logs analysis to analyze users’ behaviors in a digital environment. For instance, Deep Log Analysis (DLA) is a technique employed by Nicholas and colleagues to demonstrate the utility and application of transaction log analysis. The authors conducted a series of studies, such as the comparison of two consumer health sites, NHS Direct Online and SurgeryDoor (Nicholas, Huntington, & Williams, 2002), a comparison of five sources of health information (Nicholas, Huntington, & Homewood, 2003), and a study of the impact of consortia “Big Deals” on users’ behaviors (Nicholas, Huntington, & Watkinson, 2005, 2003). Nicholas and colleagues state that web usage logs offer a direct and immediate record of what people have done on a website. Some of the outcomes of DLA include site penetration as the number of items viewed during a particular visit, time online or page view time, type of users identified by IP addresses, academic departments’ usage, differentiation among on-campus and off-campus users, and user satisfaction measured by tracking returnees by IP (Nicholas, Huntington, Jamali, & Tenopir, 2006).

Another example on user behavior analysis is presented by Philip M. Davis and Leah R. Solla (2003). The authors report a three-month analysis of usage data for 29 American Chemical Society electronic journals downloaded from Cornell University. They demonstrate that while the majority of users limited themselves to a small number of journals and article downloads, a small minority of heavy users had a large effect on total journal downloads. They conclude that a user population can be estimated by knowing the total use of a journal because of the strong relationship between the number of downloaded articles and the number of users. Nevertheless, the authors use IP addresses as a representation of users, which is not necessarily accurate and might lead to biased results.

Moreover, log analysis can be supported and validated by other types of user studies such as eye-tracking systems to understand users’ behaviors in different situations. Eye-tracking systems are devices for measuring eye positions and eye movement (Mehrubeoglu, Pham, Le, Muddu, & Ryu, 2011). Hitomi Saito, Hitoshi Terai, Yuka Egusa, Masao Takaku, Makiko Miwa, and Noriko Kando (2009) analyze search behaviors and eye-movement data to conclude that different tasks and levels of experience affect the behavior of students searching for information on the web. In general, user studies and logs are used separately because they are adopted with different aims in mind (Agostii et al., 2009). For instance, Robert Capra, Bill Kules, Matt Banta, and Tito Sierra (2009) describe the use of log data from the online public access catalog (OPAC) to develop a set of grounded tasks. At the same time, through the use of a remote eye tracker in a controlled laboratory setting, they collect eye-tracking data to examine users’ behaviors in developing exploratory search tasks. The authors report that data collection using the eye tracker was a difficult process as was using the log data to develop the search tasks.

Gi Woong Yun (2009) differentiates two types of methods for collecting log files: servers and clients. The server-side method is a low-cost, non-intrusive way of collecting data from a large number of individuals with minimal staff involvement. This method uses web log files to identify users’ accesses to files in a certain web server. The client-side method requires some contact with study participants because of the need to install a monitoring program on the users’ computers. Client-side methods are very invasive, require high staff involvement, and have high costs due to users’ recruitments. Gheorghe Muresan (2009) states that data captured by server-side and client-side logging are complementary and typically used to answer different research questions.
To enhance the results of log analysis and test findings, other data-gathering methods can be applied, such as questionnaires, surveys, interviews, or observation studies (Agostii et al., 2009; Black, 2009; Jamali et al., 2005; Kostkova & Madle, 2009). Combining quantitative data - for example, log analysis with qualitative data - allows researchers to cross-check the analysis and fills in knowledge gaps. In addition, this combination provides a much more in-depth picture of how a digital library may be impacting its users’ community and their work, and it also explains the information-seeking behavior of the users discovered in the logs. One specific example, presented by Maristella Agostii, Franco Crivellari, and Nick Di Nuzzo (2009), concludes that when implicit methods such as users’ interaction logs and explicit methods such as users’ questionnaires are combined, the results are more scientifically informative than those obtained when the two types of studies are conducted alone. Thus, by incorporating log analysis into our holistic matrix, library managers gain important input on users’ behaviors and the possibility of identifying potential failures in the library system at the time of delivering services to their users.

### 2.3.5 The proposed holistic evaluation matrix

By combining the methodologies discussed in the preceding sections and the conceptual matrix defined by Scott Nicholson, this article proposes a holistic view of the processes, resources, and activities present in libraries from an economic perspective (Figure 2.2). We strongly support the idea that information must be collected from many separate sources, such as library information systems, library statistics, observations, surveys, and users’ inquiries, in order to have enough input and different points of view for an adequate decision-making process.

<table>
<thead>
<tr>
<th>Library System</th>
<th>Library Collection</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Internal Perspective (Library)</strong></td>
<td><strong>External Perspective (Users)</strong></td>
</tr>
<tr>
<td>1) Service Analysis</td>
<td>2) Quality Analysis</td>
</tr>
<tr>
<td>Processes cost, Time, Resources</td>
<td>Statistics gathering, Suggestion boxes, Usability testing, Satisfaction surveys</td>
</tr>
<tr>
<td>4) Usage analysis</td>
<td>3) Collection Analysis</td>
</tr>
<tr>
<td>Transaction log analysis, deep log analysis</td>
<td>Citations patterns, Publishing patterns, Journals downloaded, and Journals’ impact factor</td>
</tr>
</tbody>
</table>

**Figure 2.2**: Methodologies proposed to economical evaluate a library through a holistic perspective

The approach for implementing this matrix starts by identifying the services or activities involved in libraries and by calculating the costs of different resources (staff, equipment, facilities, collection, etc.). In order to do so, qualitative mechanisms for assessing library effectiveness should be included - for example, observation, interviews, surveys, expert opinions, process analysis, organizational structure analysis, standards, and peer comparison. Quantitative techniques are also required to evaluate efficiency, usefulness, and manipulation of the system. Citation analysis, log analysis, statistics gathering, and stopwatch techniques are useful methods that can be included.

To collect these data, typical data sources could include the following: 1) integrated library systems, which contain information about process performance in the library, circulation data, acquisition, and so on; 2) the library portal used as a front end for the different types of electronic resources; 3) the OPAC as a system to support digital reference services; 4) the interlibrary loan system from consortia (Nicholson, 2006b); 5) the LibQUAL+® survey system; and 6) information systems for demographic information.

However, some considerations must be taken into account when collecting data from these heterogeneous data sources (Poll, 2001). These factors include 1) lack of well-defined standards for some specific analysis, such as the abbreviation of journal names, access to electronic collection,
and e-lending; 2) the need for a common understanding of what sources and data must be considered; 3) the need for integrating multiple data sources from the library, university, consortiums, and suppliers; 4) differences of requirements between traditional and digital collections (for example, digital libraries require licenses for a certain time period, links to remote resources, or prepaid pay-per-view); and 5) the large volume of data generated by all different sources, for instance, web logs. To develop a structure for a holistic analysis, data generated by multiple data sources must be integrated. Unfortunately, such integration presents a big challenge because these different sources normally use dissimilar formats and access methods (Ying Wah et al., 2007). To overcome these shortcomings, Scott Nicholson (2003b) proposes the aid of a data warehouse to integrate, filter, and process all the information extracted from many different systems based on the holistic matrix.

2.4 Data warehouse architecture for library holistic evaluation

A data warehouse is defined as “a repository of integrated information from distributed, autonomous, and possibly heterogeneous, sources” (quoted in Bleyberg et al. (1999, p. 546)). Based on the measures proposed in this study and the typical structure of a data warehouse (W. H. Inmon, 2005), the resulting system architecture of a library's data warehouse, as shown in Figure 2.3, is composed of three layers: 1) data source; 2) data extraction, cleansing and storage; and 3) data presentation area.

![Figure 2.3: Data warehouse architecture for library holistic evaluation](image)

2.4.1 Data source layer

The data source layer is composed of the information extracted from different data sources. In our structure, data sources selected are based on the holistic matrix, which includes the analysis of processes, resources and costs of library services; the point of view of the users on the quality of services; the usefulness of the library collection; and the users’ behaviors in the library system.
2.4.2 Data extraction, cleansing and storage layer

The resulting data are processed by the data extraction, cleansing, and storage layer through extract, transform, load (ETL) processes, allowing a clean, homogeneous, and anonymous version of the library data. ETL is a group of processes whereby the information collected from operative systems is converted into a uniform format required by the data warehouse (Laitinen & Saarti, 2012). ETL also includes tools for loading the data into the data warehouse and for periodically refreshing it. This is a challenging and time-consuming task because the process must combine all the different data sources and convert them into a uniform format, excluding possible inconsistencies, redundancies, and incompatibilities (Nicholson, 2003b). At the same time, ETL processes play a key part in protecting patron privacy during data warehousing (Laitinen & Saarti, 2012).

Once the data have been processed, the next step is to build the data warehouse. Because this process is the most tedious and time-consuming part, Scott Nicholson (2003b) suggests starting with a narrowly specific query, working through the entire process, and then iteratively continuing to develop the data warehouse. This is done in order to minimize the initial time required and also to improve the collection and cleansing algorithms as early as possible.

2.4.3 Data presentation layer

The resulting data are processed by the data extraction, cleansing, and storage layer through extract, transform, load (ETL) processes, allowing a clean, homogeneous, and anonymous version of the library data. ETL is a group of processes whereby the information collected from operative systems is converted into a uniform format required by the data warehouse (Laitinen & Saarti, 2012). ETL also includes tools for loading the data into the data warehouse and for periodically refreshing it. This is a challenging and time-consuming task because the process must combine all the different data sources and convert them into a uniform format, excluding possible inconsistencies, redundancies, and incompatibilities (Nicholson, 2003b). At the same time, ETL processes play a key part in protecting patron privacy during data warehousing (Laitinen & Saarti, 2012).

Once the data have been processed, the next step is to build the data warehouse. Because this process is the most tedious and time-consuming part, Scott Nicholson (2003b) suggests starting with a narrowly specific query, working through the entire process, and then iteratively continuing to develop the data warehouse. This is done in order to minimize the initial time required and also to improve the collection and cleansing algorithms as early as possible.

2.5 Conclusions

Libraries are accustomed to constant evaluation; consequently, they have a long history on data collection statistics (Laitinen & Saarti, 2012). Unfortunately, these statistics are only partially used for decision-making processes because of the wide variety of formats and the lack of efficient methods for grouping information. In this article, a complete framework and set of tools to holistically analyze libraries for financial decisions have been proposed. The approach for implementing the structure is to start extracting and collecting the information generated based on the two-dimension holistic matrix. The theoretical matrix is used to analyze the library collection and services from internal and external perspectives. Furthermore, several methods and appropriate measurement tools have been evaluated and proposed for an integrated decision-making process. Library managers can select one or more instruments in every quadrant based on the current availability or decide to include other measurements and detailed issues in the model. An example of organizing and collecting the information based on this holistic approach is presented by Siguenza-Guzman, Holans, et al (2013). The authors document the preliminary experiences of the implementation, concluding that the holistic model is a simple and powerful
structure for grouping library information. Although, the authors support the practical validity of the proposed approach, they also describe important considerations that need to be borne in mind, for example, the time required to implement the complete approach, as well as the need for dedicated systems to automate the different quadrants.

In addition, this study proposes the architecture of a data warehouse to store the collected data. This resource will allow the use of information, not only in traditional measures or for generating reports but also to enhance decision-making. For instance, information on the following four scenarios is accessible: 1) redistributing and prioritizing the allocation of resources assigned to a specific service; 2) gaining knowledge about users coming into the library and also users who are served by digital services; 3) awareness of the gaps and strengths in services and collections; and 4) the building of collections based on a library’s holdings, users priorities, and technological tendencies. Ultimately, this article attempts to integrate this structure with an optimization tool to determine optimal resource allocation decision making in specific scenarios such as budget decreases, journal subscriptions and cancellations, and the creation of new services.
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Chapter 3: Literature Review of Time-Driven Activity-Based Costing


This chapter complements the holistic structure by analyzing a costing system, fundamental to calculate the costs of processes and library services. Specifically, a comprehensive literature review of Time-Driven Activity Based Costing (TDABC) is provided, as well as potential benefits and difficulties encountered during the case study implementation.

Apart from typographical adjustments, the content of this chapter is identical to the content of the published paper quoted above; where necessary, additional information or remarks are added in footnotes. The layout is adapted for consistency throughout this dissertation. Some redundancy with other chapters is unavoidable as an academic article needs its own introductory sections. This, however, entails the advantage that the chapter can be read separately.

Abstract

This article provides a comprehensive literature review of Time-Driven Activity Based Costing (TDABC), a relatively new tool to improve the cost allocation to products and services. After a brief overview of traditional costing and activity based costing systems (ABC), a detailed description of the TDABC model is given and a comparison made between this methodology and its predecessor ABC. Thirty-six empirical contributions using TDABC over the period 2004-2012 were reviewed. The results and conclusions of these studies are grouped according to the main areas of application of the method such as logistics, manufacturing, services, health, hospitality and nonprofit services. Potential benefits, and challenges are identified.

Contributions of the first author

The first author’s contributions are: the comprehensive literature study on costing systems, with special emphasis on TDABC, analysis and classification of the case studies sorted by area, description of benefits, challenges and opportunities, as well as the summary of conclusions.
3.1 Introduction

Calculating the cost of products or services remains a difficult exercise, especially in highly competitive environments where in order to guarantee long-term profitability, companies must ensure that their product and service costs should not exceed market prices (Hoozée, Vermeire, & Bruggeman, 2009). However, also in the non-profit and public sector accurate cost estimations are crucial given the need to constantly prioritize spending and to minimize costs because of the limited resources and budget pressures (Linn, 2007; Sudarsan, 2006; Wise & Perushek, 1996).

Costing systems help companies determine the cost of a cost object such as a product or service. Direct costs such as direct labor and materials are relatively easy to measure and can be directly attributed to specific products or services. On the contrary, indirect costs such as marketing, depreciation, training and electricity are not directly attributable to a cost object. Indirect costs are therefore allocated to a cost object using an allocation approach.

TDABC is a cost allocation approach developed by Kaplan and Anderson in 2004 to better attribute the indirect costs to the cost objects in order to obtain more accurate information to set priorities for process improvements, product variety, price settings, and customer relationships. This paper provides an overview of the recent literature on TDABC. First, the predecessors of TDABC such as traditional costing systems and ABC systems are briefly discussed. A detailed description of the TDABC model is then presented, followed by an extensive comparison between TDABC and its main predecessor ABC.

The first aim of this paper is to analyze thirty-six case studies carried out with TDABC over the period 2004-2012. This information is categorized in a way that provides a useful understanding of how TDABC has been applied in specific areas. The second aim is to use the literature review as a platform to identify potential benefits and difficulties encountered by researchers when applying TDABC in real cases. From these results some conclusions and suggestions can be drawn.

3.2 Costing Systems

3.2.1 Traditional costing systems

Robert Kaplan and Robin Cooper (1998) analyzed several integrated cost systems to drive profitability and performance. One is the traditional costing system used mainly in the past and now merely for financial reporting procedures. In a traditional costing system, direct costs such as direct labor and materials, are directly attributed to the cost objects. On the contrary, indirect costs such as marketing, depreciation, training and electricity are typically allocated to each cost object using a single or a few volume-based cost drivers (e.g. direct labor, machine hours or units of output). This type of costing system was created when companies manufactured products with little variety and a predominant proportion of direct costs; or when supporting activities and its accompanying indirect costs were limited (Novićević & Ljilja, 1999). Presently, traditional costing systems still work well in stable environments with small or fixed indirect costs and little variation in activities, products or services (Kaplan & Cooper, 1998; Tse & Gong, 2009).

However, because of automation, short product life cycles and high products and services variety, most production and service environment have changed. Therefore, the cost system that was adequate for homogeneous cost pools driven by a single cost rate could now be given distorted signals about profitability and performance when using volume-based allocation rates. The limitation of traditional costing systems is that they are unable to allocate the indirect costs of many resources of a company (i.e specific costs related to marketing, research, depreciation, support, training, electricity) in an accurate way (Kaplan & Cooper, 1998; Yilmaz, 2008a). Since indirect costs have become increasingly more important than direct costs and those costs are not accurately attributed to the different activities and products, traditional costing systems are unable to
estimate adequate cost information for most organizations today (Ellis-Newman & Robinson, 1998).

### 3.2.2 Activity-Based Costing System

With the rise of the complexity of companies' operations, the weakness of traditional volume-based costing models becomes more evident (Tse & Gong, 2009). Managers have sought other ways of obtaining more accurate information about costs, being ABC one of the most prominent alternatives (Kaplan & Cooper, 1998). ABC was first developed by practitioners and then introduced in some Harvard Business School teaching cases (Bjørnenak & Mitchell, 2002). It was especially promoted by Cooper and Kaplan in the mid-1980s (Cooper & Kaplan, 1988; Kaplan & Cooper, 1998).

Because ABC was first designed for manufacturing processes (Gunasekaran & Sarhadi, 1998; Wegmann, 2010), the theory of its promoters is based on the assumption that products differ in the complexity of manufacturing and that the consumption of activities is also in different proportions. Compared to traditional costing methods, ABC is a process which provides a more accurate and efficient management of activity costs since it draws indirect costs more closely to the different activities (Ellis-Newman & Robinson, 1998).

![Figure 3.1: Activity-Based Costing Structure (Kaplan & Cooper, 1998)](image-url)

According to Kaplan and Cooper (1998), ABC is composed of: 1) Activities such as ordering materials, marketing, sales invoicing, that consume resources (e.g. people, materials, equipment, money). Resource expenses are linked to the different activities through the use of resource cost drivers. A resource cost driver indicates the amount of resources an activity requires. 2) Objects such as products or services that require different activities. Activity costs are linked to cost objects using activity cost drivers. An activity cost driver indicates the number of activities an object utilizes. Therefore, resource cost drivers and activity cost drivers are used as a linkage among resources, activities and cost objects.

The information required for an ABC system is collected through interviews, surveys, observations, etc. of the time percentage that employees spend on their several activities. According to Michalska

---

4 For more information about ABC development see Jones and Dugdale (2002) and Gosselin (2006)
and Szewieczek (2007), it is recommended to divide activity costs as detailed as possible, starting first from the more general activities and then going deeply to more detailed aspects.

Since its creation ABC has been used to achieve better accuracy and to increase profits in manufacturing as well as in services, public sector and non-profit setting (Varila, Seppänen, & Suomala, 2007). The use of ABC enhances the traditional costing method contribution, giving the possibility of: 1) including more detailed cost of activities (e.g. direct and indirect costs pools) (Kaplan & Cooper, 1998); 2) getting benefit from a number of indirect-cost pools (e.g. indirect labor cost, indirect material cost, insurance cost, administration cost) (Özbayrak, Akgün, & Türker, 2004); 3) lowering costs through the identification of high cost activities (Acorn Systems, 2007); 4) permitting the detection of unprofitable products, services, customers and useless costs (Acorn Systems, 2007; Kaplan & Cooper, 1998; Yilmaz, 2008a); 5) allowing to identify inefficient or unnecessary activities (Michalska & Szewieczek, 2007; Yilmaz, 2008a); 6) better understanding the origin of costs (Dalci, Tanis, & Kosan, 2010).

Despite these advantages of ABC over traditional costing systems (Clarke, Hill, & Stevens, 1999; Cooper & Kaplan, 1988, 1991; Innes, Mitchell, & Sinclair, 2000), several authors have recognized that ABC models are not the real solution (Dalci et al., 2010; Demeere, Stouthuysen, & Roodhooft, 2009; Everaert, Bruggeman, & De Creus, 2008; Everaert, Bruggeman, Sarens, Anderson, & Levant, 2008; Kaplan & Anderson, 2004, 2007a; Tse & Gong, 2009; Wegmann & Nozile, 2009). For instance:

- The complexity of the actual services or activities is not captured by ABC because of the degree of subjectivity involved in estimating employees’ proportion of time spent on each activity.
- The accuracy of data is biased or distorted, because during the interviews employees tend to ignore their idle or unused time; Demeere et al. (2009) also remark that employees will conveniently supply the information based on how it might be used in the future.
- The time, resources and money for data collection are excessive due to the need to re-interview and resurvey people every time an activity or service is changed, updated or removed.
- The cost driver rate is inaccurate because it is calculated assuming that all committed resources are working to full capacity instead of a practical capacity.
- The computational demand required for storing and processing data is very high because it rises non-linearly if ABC needs to be expanded to reflect more granularity and detail on activities.
- The integration between ABC systems and other organizational information systems is limited.
- The use of a single driver rate for each activity makes it difficult to model multi-driver activities.

### 3.3 Time-Driven Activity-Based Costing System

TDABC is an approach developed by Kaplan and Anderson in order to overcome the difficulties presented in ABC systems (Kaplan & Anderson, 2004). Although ABC has the capability of using time as a cost driver in this new version of ABC, time plays a different role in allocating activity costs to cost objects (Hoozée et al., 2009). For each activity, *costing equations* are calculated based on the time required to perform a transactional activity (Yilmaz, 2008a).

#### 3.3.1 Brief history

Despite the fact that the term TDABC first appeared in 2004, the idea really originated in 1997 (Kaplan & Anderson, 2007b). On the one hand, Steven R. Anderson and his company Acorn Systems began experimenting more accurately with the use of time equations and average time estimates
These equations were already fed with information gathered from transaction files of an Enterprise Resource Planning (ERP) system. On the other hand and almost simultaneously, Robert S. Kaplan started thinking about capacity and time as improved concepts for ABC models (Hudig, 2007). For instance, Kaplan proposed the idea that an entire cost system could be built based on two parameters: 1) the cost rate for supplying capacity and 2) the capacity used by each transaction (Kaplan & Cooper, 1998).

In 2001, Kaplan joined Acorn Systems to collaborate with Anderson and improve their approach (Kaplan & Anderson, 2007b). Through several discussions, the idea of integrating Anderson’s process time equations with Kaplan’s capacity planning vision emerged (Hudig, 2007; Kaplan & Anderson, 2007b). Finally in 2004, Kaplan and Anderson introduced TDABC seeking to remedy ABC pitfalls (Kaplan & Anderson, 2004).

### 3.3.2 The model

TDABC as its predecessor ABC, starts by estimating the cost of supplying capacity (Demeere et al., 2009). However, TDABC estimates resource usage by means of time equations to determine the time needed to perform each activity (Hoozée & Bruggeman, 2010). TDABC assigns resource costs directly to the cost objects using only two parameters: 1) the cost per time unit of supplying resource capacity and 2) an estimate of the time units required to perform a process, an activity or a service.

The first parameter is gathered by dividing the total cost of supplying resource capacity by the practical capacity. The total cost is defined as the cost of all the resources supplied to this department or process (resources such as personnel, supervision, equipment, technology, and infrastructure). The practical capacity is defined as the amount of time that employees work without idle time (Kaplan & Anderson, 2007a). There are two ways to obtain this value: 1) a percentage of the theoretical capacity: assuming the practical capacity is about 80% for people (because of breaks, arrival and departure, training, and meetings), and 85% for machines (because of maintenance, repair, and scheduling fluctuations) of theoretical full capacity; and 2) calculating the real values adjusted for the company. The second number can be obtained through interviews or by direct observation from employees when performing their work; no additional surveys are required. Authors argue that precision is not critical, that a rough accuracy is sufficient because gross inaccuracies will be revealed either in unexpected surpluses or shortages of committed resources (Kaplan & Anderson, 2007b).

Figure 3.2 presents the stages that TDABC uses for cost allocation. Resource expenses are allocated into the activities through the use of resource cost drivers where the unit cost per resource pool is equal to the total cost divided by the practical capacity. Conversely with ABC, TDABC does not contain an activity pool in the model (Tse & Gong, 2009). Activities are represented by time equations, which are the sum of individual activity times with time drivers. Through a simple time equation it is possible to represent all possible combinations of activities (e.g. different types of products do not necessarily require the same amount of time to be produced). Activity costs are then distributed to cost objects by multiplying the cost per time unit of the resources by the estimate of the time required to perform the activities.

#### 3.3.2.1 Time equations

A time equation is a mathematical expression of the time needed to perform activities as a function of several activity time drivers (Hoozée et al., 2009). It implicitly assumes that the duration of an activity is not constant, but a function of the time consumed by the $k$ possible events of an activity and their specific characteristics (i.e., time drivers) (Bruggeman, Everaert, Anderson, & Levant, 2005; Everaert & Bruggeman, 2007). It is represented as follows (Kaplan & Anderson, 2007b):
**Activity Cost Drivers**

- Time equations: \( \text{min} \)

**Direct Materials**

**Direct Labor**

**Cost Objects**

- Products, Services and Customers

**Resource Pools**

- Administration, Warehouse, etc.

**Resource Expenses ($)**

- Staff, materials, equipment, money

**Resource Cost Drivers**

- # of people, # of materials, money

**Capacity Cost Drivers**

- \$/\text{min}

**Figure 3.2: TDABC model (based on [Everaert, Bruggeman, Sarens, et al., 2008])**

\[
T = \text{sum of individual activity times} = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \cdots + \beta_i X_i + \cdots + \beta_k X_k
\]

With:

- \( T \) = The time required to perform an activity with \( k \) events
- \( \beta_0 \) = The basic time to perform the activity (independent of the characteristics of the activity)
- \( \beta_i \) = The estimated time for the incremental activity \( i \), with \( i = 1, \ldots, k \)
- \( X_i \) = The quantity of incremental activity \( i \) (transactional data)
- \( k \) = The number of time drivers taken into account

Time drivers are an essential part in time equations (Everaert & Bruggeman, 2007). They are the characteristics that determine the time needed to perform an activity (Everaert, Bruggeman, De Creus, & Moreels, 2007). Complexity in the process caused by a particular product or order, may add terms but the process is still modeled with only one time equation (Kaplan & Anderson, 2007a).

Time equations can contain three types of variables: continuous, discrete and dummy variables (Everaert & Bruggeman, 2007). Continuous variables are real variables such as the weights of pallets, water temperature or distance in kilometers. Discrete variables are integer variables such as number of orders. These first two types of variables represent standard activities. However, there are certain activities that can influence the formula and that are denoted by indicator variables (Everaert & Bruggeman, 2007). Indicator or dummy variables can only take the value of zero or one (Boolean values) whether the optional activity is or is not used in a particular case. Examples of dummy variables include the type of customer (new or old), the type of order (normal
or rush), the type of shift (morning or evening), etc. The incorporation of these variables in the model simplifies the formulation of the equations (Somapa, Cools, & Dullaert, 2011).

### 3.3.2.2 Multiple time drivers and interaction of time drivers

*Multiple time drivers* define the time needed to perform an activity and its cost. A time equation provides the ability to include multiple time drivers if an activity is driven by more than one driver (Dalci et al., 2010). It allows to identify and report complex and specialized transactions in a simple way (Everaert et al., 2007). The number of time drivers is unlimited as long as the full complexity is represented in the time equation (Bryon, Everaert, Lauwers, & Van Meensel, 2008). The only restriction is that employees, machinery, etc. performing the tasks must belong to the same resource pool (Everaert & Bruggeman, 2007). According to Varila et al. (2007), the use of multiple variables enables the possibility of collecting more information, the simplification of the estimating process, and the production of a more accurate cost model. It also facilitates a much deeper understanding of the cost behavior of an activity or process. Nevertheless, they also mention that the use of multiple variables will inevitably weaken the traceability of costs.

Another characteristic of time equations is that they might take into account *interactions* between drivers. It is applied if a certain activity depends on the occurrence of other activities, and the activity time is also influenced by the interaction between the two time drivers (Hoozée et al., 2009). It can be represented by the expression below (Everaert & Bruggeman, 2007):

\[
T = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_1 X_2
\]

### 3.3.2.3 Activity cost

Once the estimated time for the activity and the unit cost of each resource group are calculated, then the activity cost is computed (Everaert & Bruggeman, 2007). It is represented by the following mathematical expression:

Cost of an individual event k of activity j performed by resource pool i = \(t_{j,k} \times c_i\)

With:
- \(c_i\) = The cost per time unit ($/minute) of resource pool i
- \(t_{j,k}\) = The time consumed by event k of activity j

Finally, the total cost of a cost object (e.g. process, customer, order, product, service, etc.) over all events of all activities is calculated (Everaert & Bruggeman, 2007). It is done by summing all activity costs and can be represented by the following expression:

Total Cost of a Cost object = \(\sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{l} t_{j,k} \times c_i\)

With:
- \(c_i\) = The cost per time unit ($/minute) of resource pool i
- \(t_{j,k}\) = The time consumed by event k of activity j
- \(n\) = The number of resource pools
- \(m\) = The number of activities
- \(l\) = The number of times that activity j is performed
### 3.3.3 TDABC vs. ABC

Adkins (2007) and Yilmaz (2008a) describe ABC as a “push” model, as it starts by estimating the total expenses incurred by the different resources, then by determining the percentage of resources consumed by each product or service, finally by applying this factor to the total cost. Conversely, TDABC is described as a “pull” model because it calculates the total cost by means of the estimation of the unit times required to perform an activity and the cost per time unit of supplying resource capacity. In ABC, the costs of activity-cost pools are apportioned amongst cost objects using activity-cost drivers calculated for each subtask (Kaplan & Cooper, 1998; Tse & Gong, 2009). In TDABC, the costs are allocated to the cost objects on the basis of the time units consumed by the activities calculated for the whole department (Kaplan & Anderson, 2004). Unlike ABC, time unit value refers to the time an employee spends doing an activity, and not the percentage of time that it takes to complete one unit of that activity. This type of measurement allows to reduce errors at the moment of calculating the time (Everaert, Bruggeman, Sarens, et al., 2008).

The majority of the differences are based on the weaknesses of ABC (Dejnega, 2011). For instance, Kaplan and Anderson (2004, 2007a) claim that TDABC simplifies the ABC method because of the availability to include multiple time drivers. These time drivers allow to reduce the number of activities and to analyze the costs at the level of the departments or the processes. For instance, the authors present a case study where 1200 activities were reduced in 200 processes. Thus, the model size in TDABC grows linearly with real world complexity (Kaplan & Anderson, 2007b), whereas in ABC growth is exponential to reflect more detail on activities (Kaplan & Anderson, 2004). Likewise, thanks to the use of time equations in TDABC, the high cost and time spent in re-interviewing people every time an activity is changed or updated is reduced because it can be updated based on events rather than by the calendar (Everaert, Bruggeman, & De Creus, 2008).

Barrett (2005) describes the inability of ABC to reveal areas of substantial excess capacity. This is because in ABC, employees tend to ignore their idle time at the moment to estimate the percentage of time spent doing an activity (Yilmaz, 2008a). On the contrary, TDABC is described as a system that automatically exposes differences between the total time needed to perform activities and the total time employees have available. In addition, ABC calculates cost drivers based on the theoretical capacity of the resources supplied while TDABC uses the practical capacity to perform its calculations (Kaplan & Anderson, 2004, 2007a). Eventually, Kaplan and Anderson (2004, 2007a) express the difficulties when integrating ABC with other organizational information systems, while transactional data required for TDABC can easily be obtained from ERP systems, CRM, etc.

### 3.3.4 Case studies

A Web-based literature research on empirical documents about TDABC applications was conducted in order to identify relevant articles. The data collection was based on materials published in journals, books, Web pages, etc. by means of the search engines: Web of Science, Scholar Google, IDEAS and Google over the period 2004-2012. The search was operated according to the following procedure. First, we searched for relevant articles by combining the terms “time-driven activity-based costing” or “TDABC” with “case study”. Then the existing literature was sorted, summarized and discussed in order to generate a final sample consisting of thirty-six papers. In Table 3.1, the case studies are grouped based on the area that the method is applied and a summary of the main findings is presented for each case study. Strikingly is that a large part of the published case studies on TDABC are case studies in the non-profit sector (health (31%), libraries (8%),). Within the profit sector, a substantial number of case studies have been performed within logistics (31%). Interesting is also to highlight the significant number of case studies conducted in Belgium (25%).

According to Everaert et al. (2008) and Kaplan and Anderson (2007b), TDABC has been successfully implemented for logistics and service operations. This is confirmed in our analysis since a large part of the papers (31%) involve the implementation of TDABC in logistics environments. Bruggeman et al. (2005) discuss the application of TDABC in Sanac, a distribution company in Belgium. They define this company as a distributor of plant-care products with a seasonal trend in...
Table 3.1: Case studies sorted by area

<table>
<thead>
<tr>
<th>Paper</th>
<th>Activities</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LOGISTICS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bruggeman et al. (2005)</td>
<td>Application of TDABC in a distribution company: Sanac.</td>
<td>Capture the different types of complexities of the logistics transactions through time equations that employ multiple time drivers.</td>
</tr>
<tr>
<td>Varila et al. (2007)</td>
<td>The applicability of different drivers for assigning activity costs to products in warehouse logistics environment.</td>
<td>Integration with existing systems to collect information for time equations. Increase the accuracy of accounting by measuring the actual durations. Collect an extensive amount of data in order to increase the understanding of the cost behavior of activities and products.</td>
</tr>
<tr>
<td>Oztaysi et al. (2007)</td>
<td>Economic analysis of Radio frequency identification (RFID) technology in courier sector Comparison of a barcode system with a potential RFID system.</td>
<td>Suitable model for investment analysis and comparisons between potential systems. Quantify the performance criteria of rapidity of mail delivery. Allow to perform an economic feasibility study of implementing RFID technology.</td>
</tr>
<tr>
<td>Everaert et al. (2008; 2007)</td>
<td>Decision of a distribution company on implementing ABC or TDABC: Sanac.</td>
<td>TDABC drives costs by transactions, enables to reflect complex contingencies in resource-consumption times, assists to improve inefficient processes, and transforms unprofitable customer relationships.</td>
</tr>
<tr>
<td>Everaert et al. (2008)</td>
<td>The experiences of the Belgian wholesaler with TDABC in modelling its complex logistics operations.</td>
<td>Provide opportunities to design cost models for complex operations. Capture the variability of the working methods, by including all possible subtasks in the time equation. Provide insight into the causes of excessive logistics and distribution costs.</td>
</tr>
<tr>
<td>Gervais et al. (2010)</td>
<td>Longitudinal assessment of the TDABC implementation in the logistic company: SANAC.</td>
<td>Require precise and elaborated analyses that make the starting more lengthy and costly. Use of standard times and costs reduces its complexity. Require regular maintenance. Accuracy is debatable if staff reports their times when it is not possible to observe them directly.</td>
</tr>
<tr>
<td>Somapa et al. (2010)</td>
<td>Development of TDABC model in a small-sized road transport and logistics company.</td>
<td>Small-scale firms lack the essential quantitative data to support the buildup of time equations. Difficulty to estimate time in non-continuous activities. Should be implemented a formal time-tracking system. Build and maintain TDABC models with spreadsheets as extensive data is not a problem for small firms.</td>
</tr>
<tr>
<td>Hoozée and Bruggeman (2010)</td>
<td>Analysis of four distribution warehouses to examine the role of employee participation and leadership style in the design process of a TDABC system.</td>
<td>Employee participation and leadership style are determinants during the design process of a TDABC system.</td>
</tr>
</tbody>
</table>
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### Findings

Useful for small firms due to the use of simple parameters. Provide accurate cost information in the transport and logistics activities. Capable to calculate the services costs and provide the cause-and-effect relationship between costs and activities. Better resource utilization. Only require the use of spreadsheets to build and maintain TDABC models for small-scale firms.

No different to ABC, if standard-activity times are used as cost drivers. Unable to help organizations solving implementation problems in a manner that will not compromise accuracy.

Guide managers with the decision problem of switching to batch farrowing. Allow them to derive trade-offs between economic and ecological criteria.

Assist sawmill management in strategic decision making. Assess the production costs in a sawmill. Enable a sensitivity analysis of production. Accurate, applicable and effective model.

Provide more relevant information about product profitability and capacity utilization than standard costing.

Allow organizations to be accurate with their estimates. Update the model more easily than in ABC models. Capability of implementing TDABC with the support of ERP systems.

Capture the costs of the different products in the product mix. Calculate the cost of a product accurately. Collect data for TDABC seems to be complex. Analyze how capacity is being used (overused or underused).

### MANUFACTURING

**Bryon et al (2008)**

Supporting the choice of conversion to batch farrowing in pig production.

Guide managers with the decision problem of switching to batch farrowing. Allow them to derive trade-offs between economic and ecological criteria.

**Korpunen et al. (2010)**

Calculation of the cost of the sawing process.

Assist sawmill management in strategic decision making. Assess the production costs in a sawmill. Enable a sensitivity analysis of production. Accurate, applicable and effective model.

**Öker & Adigüzel (2010)**

Implementation of TDABC in a manufacturing company.

Provide more relevant information about product profitability and capacity utilization than standard costing.

**Stout & Propri (2011)**

Implementation of TDABC at a Medium-Sized Electronics Company.

Allow organizations to be accurate with their estimates. Update the model more easily than in ABC models. Capability of implementing TDABC with the support of ERP systems.

**Ruiz de Arbulo et al. (2012)**

Experience of an auto parts manufacturer who shifted from ABC to TDABC.

Capture the costs of the different products in the product mix. Calculate the cost of a product accurately. Collect data for TDABC seems to be complex. Analyze how capacity is being used (overused or underused).

### SERVICES

**Reddy et al. (2011)**

Estimating the cost of implementing and managing activities required for digital forensic readiness.

Measure costs at the level of tasks and activities. Less costly and simpler to implement than traditional methods. TDABC is not an automatic fit for any organization. Should be coupled with integrated information systems. Require top management support. Consider potential resistance at the moment of its implementation.

**Adeoti & Valverde (2012)**

Cost management of Information Technology (IT) Services Operations (Technical Services department).

Identify costly processes which may then allow IT operations managers and supervisors to take critical decisions about cost control, charge-back or costing of services.
<table>
<thead>
<tr>
<th>Paper</th>
<th>Activities</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank &amp; McIlrath (2009)</td>
<td>Cost estimation of three emergency department (ED) services.</td>
<td>Effective and accurate tool to estimate the true cost of ED services. Help to determine the allocation of ED clinical resources. Help development professional and facility reimbursement strategies with commercial payers.</td>
</tr>
<tr>
<td>Demeere et al. (2009)</td>
<td>Analysis of five outpatient clinic’s departments: Urology, Gastroenterology,</td>
<td>Allow managerial recommendations concerning improvement opportunities. Introduce a healthy competition and an open communication between the different departments concerning possible operational improvements. Improve the understanding of the different organizational processes.</td>
</tr>
<tr>
<td></td>
<td>Plastic Surgery, Nose-Throat and Ears, and Dermatology.</td>
<td></td>
</tr>
<tr>
<td>Nascimento &amp; Calil (2009a)</td>
<td>Method to create resource consumption profiles for biomedical equipment within</td>
<td>Facilitate the evaluation of equipment used in different conditions. The use of diagrams and tables helps presenting details about the resource consumption structure and the procedure structure itself. Data collection must be driven carefully since it relies on many data estimations.</td>
</tr>
<tr>
<td></td>
<td>medical procedures.</td>
<td></td>
</tr>
<tr>
<td>Nascimento &amp; Calil (2009b)</td>
<td>Resource costs estimation that medical equipment consumes during medical</td>
<td>Offer a good insight on where the resources are going and the details about the procedure structure itself. Practical tool to evaluate the equipment cost structure of medical procedures. Assess possible resource or practice changes. Flexible to be used in any kind of medical procedure. The quality of results depends on the quality of the data available.</td>
</tr>
<tr>
<td></td>
<td>procedures. Cost evaluation of equipment used during an abdominal aortic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>aneurysm surgery.</td>
<td></td>
</tr>
<tr>
<td>Szucs et al. (2009)</td>
<td>Assessment of the true acquisition cost of erythrocyte concentrate in</td>
<td>Reveal activities and resources that were excluded in previous accounting attempts. Provide a complete and documented scope respecting the societal perspective.</td>
</tr>
<tr>
<td></td>
<td>different European health care systems.</td>
<td></td>
</tr>
<tr>
<td>Bendavid et al. (2010)</td>
<td>Automation of the nursing unit’s supply chain with the RFID two-bin</td>
<td>Identify cost centers and assign them to specific activities and processes.</td>
</tr>
<tr>
<td></td>
<td>replenishment system.</td>
<td></td>
</tr>
<tr>
<td>Bendavid et al. (2011)</td>
<td>Evaluation of a RFID-enabled traceability system for a hospital operating</td>
<td>Identify cost centers and assign them to specific activities and processes.</td>
</tr>
<tr>
<td></td>
<td>room.</td>
<td></td>
</tr>
<tr>
<td>Boehler et al. (2011)</td>
<td>Estimation of the cost of changing physical activity behavior.</td>
<td>Facilitate the measurement of resources consumed by individual patients and the allocation of single cost items to each patient.</td>
</tr>
</tbody>
</table>
### Chapter 3

#### Findings

A valuable tool to determine and categorize exact operations costs. Empower the understanding of different types of costs and a better communication to the research organization's leaders. Approach the accounting process to people without background in accounting, business or finance. TDA BC cost values should not be used directly to determine service charges. Show profitable customer segments which were found unprofitable under the ABC method. Reveal the cost of idle resources. Provide accurate data on cost and profitability of customers. Distinguish non-added value activities and demonstrate real capacity of each parts of the hotel. Visualize activities that consume the largest amount of time. Enable to disaggregate per-transaction costs. Visualize the true cost of different activities. Allow managerial recommendations concerning amelioration opportunities. Identify several factors that drive the cost of the acquisition process of library items. TDABC is well suited for a library setting, involving many activities with complex time drivers. Create more visibility to acquisition process efficiencies and capacity utilization. Provide accurate information in "research only" departments and institutes. Inappropriate for determining the indirect research costs of teaching departments. Time equations facilitate a detailed understanding of the work activities. The more detailed accounting system offers insights into bottlenecks and capacity utilization of employees. Better understanding of the costs' origin due to the disaggregated values per activity. An improved alternative evaluation to compare different scenarios. An enhanced communication to analyze the cause of specific problems with stakeholders that can easily understand the methodology. Adaptability when for instance it is required to switch resources in busy periods.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Activities</th>
<th>Findings</th>
</tr>
</thead>
</table>
| **Box et al. (2012)** | True cost estimation of flow cytometry experiments  
Modelling of new fee schedules | Valuable tool to determine and categorize exact operations costs. Empower the understanding of different types of costs and a better communication to the research organization's leaders. Approach the accounting process to people without background in accounting, business or finance. TDABC cost values should not be used directly to determine service charges. |
| **Daki et al. (2010)** | Implementation of customer profitability analysis in a Turkish hotel. | Show profitable customer segments which were found unprofitable under the ABC method. Reveal the cost of idle resources. |
| **Hajiha et al. (2011)** | Implementation feasibility of TDABC in hospitality industry in Iran. | Provide accurate data on cost and profitability of customers. Distinguish non-added value activities and demonstrate real capacity of each parts of the hotel. |
| **OTHER NONPROFIT SERVICES** | Costing analysis of inter-library loans | Visualize activities that consume the largest amount of time. Enable to disaggregate per-transaction costs. Visualize the true cost of different activities. Allow managerial recommendations concerning amelioration opportunities. |
| **Pernot et al. (2007)** | Implementation of a TDABC model in a library acquisition process | Identify several factors that drive the cost of the acquisition process of library items. TDABC is well suited for a library setting, involving many activities with complex time drivers. Create more visibility to acquisition process efficiencies and capacity utilization. |
| **Stouthuysen et al. (2010)** | Understanding of university research activities through an accounting technique. | Provide accurate information in "research only" departments and institutes. Inappropriate for determining the indirect research costs of teaching departments. |
| **Ratnatunga & Waldmann (2010)** | Introduction of TDABC in a university restaurant in order to allocate operating expenses to cost objects. | Time equations facilitate a detailed understanding of the work activities. The more detailed accounting system offers insights into bottlenecks and capacity utilization of employees. |
| **Everaert et al. (2012)** | Application of TDABC to support loan and return processes | Better understanding of the costs' origin due to the disaggregated values per activity. An improved alternative evaluation to compare different scenarios. An enhanced communication to analyze the cause of specific problems with stakeholders that can easily understand the methodology. Adaptability when for instance it is required to switch resources in busy periods. |
the sales and diversity in resource consumptions. In this case study, TDABC is described as a useful cost model to be applied in small and medium-sized enterprises as well as in environments with complex activities such as logistics, hospitals, distribution and servicing companies in general. The authors conclude that TDABC is able to capture the full complexity of the logistics transactions thanks to the use of time equations and multiple time drivers. Everaert et al. (2007; 2008a) describe the decision making of the same company on whether to proceed with the implementation of an ABC system or switch to TDABC. They report that ABC failed to capture the complexity of the company, whereas TDABC could drive costs by transactions and enabled to reflect complex contingencies in resource-consumption times. The authors conclude that TDABC assists managers to improve inefficient processes and to transforms unprofitable customer relationships into profitable relationships. Everaert et al. (2008b) report the two-year experience of implementing TDABC in a Belgian wholesaler. The authors conclude that TDABC is able to trace the full complexity of the logistics operations, capture the variability of the working methods by including all possible subtasks in the time equation, and provide insight into the causes of excessive costs. Eventually, Gervais et al. (2010) perform a longitudinal assessment of the four-year implementation of TDABC in the same company. They conclude that TDABC offers a partial solution to the weaknesses criticized on ABC especially regarding the cost and complexity of implementing and maintaining it as the data gathering process is still substantial. Similarly, Somapa et al. (2010, 2011) report the development of TDABC model in a small-sized road transport and logistics company in Thailand and they also describe some difficulties associated with the study of a small scale operation such as insufficient data to support the time equations and the lack of a time-tracking system (e.g. log book for a manual record). On the other hand, they conclude that the data needed in small-scale firms is not very extensive so that they were able to build and maintain TDABC models with spreadsheets. In addition, they report several benefits of using TDABC such as the application of detailed costs based on the service routes and the different destination types, the revelation of loss-generating routes, the identification of the cause of loss and the utilization of company resources. Varila et al. (2007) use TDABC to examine the applicability of different drivers for assigning activity costs to products in warehouse logistics environment. The authors state that by integrating TDABC with existing systems to collect information for time equations, it enhances the accuracy of accounting. They recommend collecting an extensive amount of data in order to increase the understanding of the cost behavior of activities and products. Oztaysi et al. (2007) apply TDABC to economically justify the use of RFID technology in the courier sector. They compare the current barcode system with a potential RFID system. They conclude that TDABC is a suitable model for investment analysis and comparison between potential systems. Hoozée and Bruggeman (2010) conduct a case study in four distribution warehouses at a Belgian division of a company to illustrate that employee participation and leadership style are key factors at the moment of implementing TDABC. Finally, the most recent case study in logistics presented by Ratnatungaa et al. (2012), makes a comparison of TDABC with ABC by implementing both methodologies in the production logistics of a manufacturing company that produces activated carbon in Sri Lanka. The authors conclude that TDABC seems no different to ABC if standard-activity times are used as cost drivers. They state that TDABC has similar implementation complexities to ABC.

TDABC has been successfully implemented in several other sorts of companies (Yilmaz, 2008a). For instance, Bryon et al. (2008) present an implementation of TDABC in the farming industry. The model is applied for a specific decision problem and adapted for multi-criteria evaluation to analyze whether pig farmers should switch from traditional pig production to batch farrowing. The authors describe TDABC as a useful system to quantify both the economic and ecological impacts of strategic decisions. Korpunen et al. (2010) utilize TDABC to calculate the production cost of the sawing process. The authors conclude that TDABC is a promising method to assist sawmill’s managers in strategic decision making because it allows to assess the production costs and to perform a sensitivity analysis of production. Öker and Adıgüzel (2010) describe the implementation of TDABC in a manufacturing company to conclude that TDABC provides relevant information about product profitability and capacity utilization. Stout & Propri (2011) implement TDABC at a medium-sized electronics company to demonstrate both the potential power of TDABC and the important role of ERP systems in implementing TDABC systems. They conclude that TDABC allows organizations to be accurate with their estimates, to update the model more easily than ABC models and to allocate support cost to products and customers thanks to the integration of ERP
systems. In a recent study presented by Ruiz de Arbulo (2012), TDABC is described as a system that can capture the costs of the different products, can accurately calculate the cost of a product and can help to analyze the capacity utilization. The authors describe the experience of an auto parts manufacturer who shifted from ABC to TDABC. Despite the number of advantages stated, the authors indicate that data collection for TDABC is complex.

Szycyta (2010) offers a synthetic description of the validity of TDABC applications in service companies. The author states that this model is suitable for service activities because they are primarily measured on the basis of the labor time used for performing a given activity. This statement is confirmed in our analysis because the majority of the papers implement TDABC in the service sector (e.g., health, hospitality, libraries, etc.). For instance, Reddy et al. (2011) estimate the cost of implementing and managing activities required for digital forensic readiness. The authors conclude that TDABC can be used to determine the costs of DRF because it allows to measure cost at the level of tasks and activities and is less costly and simpler to implement than ABC. In order to successfully implement TDABC, the authors consider that there are certain factors to be taken into account such as the coupling TDABC with integrated information systems, the top management support or the incompatible organizational culture. Adeoti and Valverde (2012) apply TDABC to the Technical Services department of Information Technology (IT) Services Operations. The authors conclude that TDABC is an effective tool to identify costly processes in IT operations and thus to take critical decisions about cost control, charge-back or costing of services.

Within the TDABC literature, a lot of research attention has been devoted to applying TDABC in healthcare sector (31%). In this regard, Bank and McIlratha (2009) use data from a high volume pediatric emergency department (ED) to estimate the costs of providing resources and to apply them into three specific clinical scenarios common in any ED service. They consider TDABC to be useful to ED directors in helping to determine the allocation of clinical resources. Demeere et al. (2009) explain how to implement a TDABC model for five outpatient clinic departments (Urology, Gastroenterology, Plastic Surgery, Nose-Throat and Ears and Dermatology). The authors conclude that TDABC offers some additional benefits to those offered by ABC, such as faster model adaptability, a simpler set-up and a higher reflection of the complexity of the real-world operations. They also suggest that TDABC is a useful system to understand the different organizational processes in a healthcare environment. Nascimento and Calil (2009a, 2009b) present two case studies using TDABC to estimate the resource costs that equipment consumes during medical procedures. The authors conclude that TDABC is a flexible system that facilitates the evaluation of equipment used in different conditions. They recommend managing the data collection carefully since the quality of results depends on the quality of the data available. Szucs et al. (2009) describe TDABC to assess the true acquisition cost of blood products in different European health care systems. According to the authors, TDABC is a complete and transparent cost allocation methodology that provides a detailed process description of activities and resources excluded in previous accounting systems. Bendavid et al. (2010, 2011) utilize TDABC to automate and evaluate RFID systems in a hospital operation room and a nursing unit’s supply chain. They select TDABC because of the need to identify cost centers and assign them to specific activities and processes. Boehler et al. (2011) use TDABC to estimate the cost of changing physical activity behavior. The authors select TDABC as it facilitates the measurement of resources consumed by individual patients and the allocation of single cost items to each patient. The most recent case study in the health care sector presented by Box et al. (2012) estimates the cost of flow cytometry experiments. The authors describe TDABC as a valuable tool to determine the true costs of flow cytometry experiments and to determine where significant discrepancies in cost recovery occur. TDABC also helps to model new fee schedules with the goal of more accurately reflecting resource usage in fees. In addition, TDABC is an approach that is easily understandable to people without a background in accounting, business or finance. Despite these advantages, the authors also state that for flow cytometry experiments, TDABC should not be used directly to determine user charges (i.e., the precise cost for a service as determined by TDABC should not be equal to the charge for that service). An important reason is that service charges should be predictable: a rate schedule should be easily recalled and/or predictable so that the financial expectations for users are clear. Another reason is that sometimes it may be useful to intentionally decouple actual costs from service
charges to guide the use (and therefore capacity) of resources. For example, a reduced charge rate for after-hour use of an instrument can increase the instrument’s overall used capacity.

Two papers deal with the application of TDABC in the hospitality industry. Dalci et al. (2010) describe the implementation of customer profitability analysis (CPA) using TDABC in a hotel. CPA describes the process of assigning costs and obtaining revenues to customer segments or individual customers’ accounts in order to calculate the profitability of the segments or accounts (Raaij, 2005). The case study reveals the cost of idle resources devoted to the front desk, housekeeping, food preparation, and marketing activities. They conclude that TDABC provides valuable information to support managerial decision making in a hotel. However, they suggest replicating the analysis to other similar scenarios to see if the results could be generalized. Hajiha & Alishah (2011) present positive results of implementing TDABC in the hospitality industry in Iran. The authors conclude that TDABC provides more proper data on cost and profitability of customers than traditional costing systems. They also state the proposed model distinguishes non-added value activities and demonstrates real capacity of each part of the hotel.

Five papers focus on the application of TDABC on other nonprofit services, of which three papers specially focus on the implementation of TDABC in libraries. The first TDABC approach in libraries given by Pernot et al. (2007) calculates the costs of the inter-library loan service. They argue that TDABC can improve the cost management of all library services because it enables to disaggregate “per-transaction costs” which allows taking appropriate actions to improve time consuming activities. Stouthuysen et al. (2010) describe TDABC as a useful system for small to medium-sized academic libraries. The study is focused on the acquisition process. The authors claim that TDABC assists managers in visualizing the acquisition process efficiencies and capacity utilization, leading to potential cost efficiencies. They also state that TDABC can be applied to complex or digitalized acquisition environments. In a recent study, Siguenza-Guzman et al. (2013) present a case study on the loan and return processes. They compare the costs of some specific activities performed by staff or machines, concluding that the usage of robots is well-justified to automate repetitive processes. The authors demonstrate that TDABC is applicable to large library activities, but that involvement of library staff during the TDABC implementation is crucial. They also conclude that TDABC leads to an effective process analysis and better decision-making by librarians and library administrators. Ratnatunga and Waldmann (2010) determine the costs of Australian Competitive Grant (ACG) research projects with the objective of ensuring the full funding of these projects by the government. The authors consider TDABC inappropriate for teaching and research departments since accurate estimations could be obtained from other sort of methods such as studying the workload allocation, and conducting direct interviews of the staff undertaking research on ACG or other externally funded grants. On the contrary, the use of TDABC for “research only” departments is highly recommended as it is possible to obtain accurate estimation based on ‘in-situ’ observations, face-to-face interviews and the study of comparative information. Eventually, Everaert et al. (2012) utilize TDABC to calculate the costs of meals offered in a university restaurant. They use a “V-structure” to create a link between different levels of costs objects. In order to determine the cost per meal, the food cost of each meal component is directly assigned. For all other costs such as preparing, serving and serving the meal, TDABC is employed. The authors describe TDABC as a costing technique that offers the benefits of ABC with less administration costs. They support the idea that time equations of the meal process allow a detailed understanding of working activities (e.g. a lunch or dinner session consisting of different meals, and meals composed of several meal components). In addition, thanks to the time equations, operational improvements can be identified such as the recommendation of offering less profitable meals on calmer days, while offering more profitable meals on busy days.

3.4 Benefits and challenges

3.4.1 Benefits

Based on the different case studies, we can expose a number of benefits.
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1) Simplicity. According to Kaplan and Anderson (2007b), this is the most important attribute of TDABC. It is confirmed by Somapa et al. (2011) who recommend TDABC because of the use of two simple parameters: the cost per time unit of the activity, and the time required to perform an activity. Thanks to this simplicity, TDABC allows to approach the accounting process to people without experience in accounting, business or finance (Box et al., 2012; Siguenza-Guzman et al., 2013). TDABC also allows to improve the understanding of the different organizational processes through the lens of an accounting technique (Box et al., 2012; Demeere et al., 2009; Ratnatunga & Waldmann, 2010).

2) Complex Operations. TDABC allows to design cost models for complex operations thanks to the use of multiple time drivers (Boehler et al., 2011; Everaert, Bruggeman, Sarens, et al., 2008; Nascimento & Calil, 2009b). TDABC captures the variability of the activities by including all possible subtasks in the time equation (Everaert et al., 2007; Everaert, Bruggeman, Sarens, et al., 2008; Stouthuysen et al., 2010). In turn, time equations can include multiple time drivers without expanding the number of activities. By using multiple time drivers, TDABC allows to disaggregate per-transaction costs and thereby identify processes that are costly, wasteful and inefficient (Everaert et al., 2012; Kaplan & Anderson, 2007b; Pernot et al., 2007; Reddy et al., 2011).

3) Capacity utilization. TDABC allows to have a good estimation of resource consumption and capacity utilization (Bank & McIlrath, 2009; Nascimento & Calil, 2009a; Öker & Adigüzel, 2010; Stouthuysen et al., 2010). According to Szucs et al. (2009) and Dalci et al. (2010), TDABC reveals activities, resources and costs that were excluded in previous accounting attempts. TDABC provides insight into the causes of excessive time or costs occupied by the resources (Everaert, Bruggeman, Sarens, et al., 2008). Managers can review the time and cost of the unused or overused capacity and contemplate actions to improve them (Demeere et al., 2009; Kaplan & Anderson, 2007a; Ruiz de Arbulo et al., 2012). They may also reserve resources for future growth instead of reducing currently unused capacity (Kaplan & Anderson, 2007a).

4) Versatility and modularity. According to Stout & Propri (2011), TDABC can be updated more easily than ABC models. Kaplan and Anderson (2007a) state that managers do not have to re-interview personnel when more activities are added to a process. For cost drivers, there are two factors that cause a change: 1) changes in the costs of resources supplied affecting the capacity; 2) modified or updated processes such as new or redesigned processes, products, channels, etc. (Everaert & Bruggeman, 2007; Kaplan & Anderson, 2007a). It can be updated based on events rather than by the calendar (Kaplan & Anderson, 2007a). Likewise, by implementing TDABC with the support of existing systems (ERP systems, CRM, etc.), the system allows for an easy updating as well as a greater accuracy (Kaplan & Anderson, 2007b; Ruiz de Arbulo et al., 2012; Stout & Propri, 2011; Varila et al., 2007). The major benefit occurs when companies link their own information systems to the TDABC system (Hudig, 2007; Reddy et al., 2011). In the case of small-scale environments, TDABC can be built and maintained with relatively simple spreadsheets (Somapa et al., 2010, 2011).

5) Process simulation. TDABC can be used in a predictable manner. Managers can modify the behavior of their customers by simulating the future through the use of dynamic what-if analysis (Kaplan & Anderson, 2007a). They can also establish future investment decisions due to the possibility to determine the impact of changes in terms of cost, profit, capacity and time (Acorn Systems, 2007; Hudig, 2007).

3.4.2 Challenges

Despite the advantages presented by its authors and supporters, criticisms have been made about TDABC.

1) Measurement error. Cardinaels and Labro (2008) report via an experimental analysis that the employees’ estimation may not be as accurate as the authors proclaim. A significant degree of subjectivity is still present (Barrett, 2005). Although Kaplan and Anderson (2007b) state that time
Consumption data can be estimated or observed directly, it still requires a series of interviews with employees. These interviews may adversely affect the work performed by people in charge of enforcing TDABC approach. Hoozée and Bruggeman (2010) show an example where operational employees feel that by implementing TDABC they are being controlled. Gervais et al. (2010) also present a case study in which certain employees and senior staff members are strongly opposed to state their working time precisely. Reddy et al. (2011) recommend to consider potential resistance at the moment of implementing TDABC models. Cardinaels and Labro (2008) also find a strong overestimation bias when employees provide their time estimates in minutes. Indeed, if the minutes-based model is compared to the percentage-based model (ABC approach), outcomes are definitely more accurate. This is so because few employees tend to report the percentage of their idle time. However, the authors state that more than 77% of their participants consistently overestimated the time spent on all activities. Accuracy is debatable if staff reports their times when it is not possible to observe them directly (Gervais et al., 2010).

2) Data. Varila et al. (2007) emphasize the necessity of a considerable amount of data to estimate satisfactorily time equations. This situation is confirmed by Ruiz de Arbulo et al. (2012) and Nascimento & Calil (Nascimento & Calil, 2009a, 2009b) which indicate that data collection for TDABC seems to be complex and should be managed carefully since the quality of results depends on the quality of the data available. Gervais et al. (2010) claim that TDABC requires a precise and elaborated analysis, making the starting more lengthy and costly. They also stress the necessity of a regular maintenance over time (Gervais, Levant, & Ducrocq, 2009). In addition, for Barrett (2005), TDABC depends on robust and reliable data to deliver an acceptable level of accuracy. If the data comes from automated software and is regularly updated, then the results will probably be accurate. However, if the information is out of date, or if it is based on estimates, the resulting cost information may include substantial errors (Sherratt, 2005). Barret states that for the estimation of only one activity in minutes, a difference of seconds may not seem important. But, when this time in minutes is multiplied by the number of times an activity is performed in a certain period, the difference becomes significant. The author also objects to the accuracy of the costing process results because of the assumption that practical capacity can be calculated as a percentage of the theoretical capacity.

3) Dedicated to homogeneous and repetitive activities. Sherratt (2005) states that TDABC is limited to predetermined routines and activities. Barrett (2005) considers TDABC to be simple for a department that performs a single activity, because the total costs of the direct and indirect resources can be divided by the available resource. However, most departments perform more activities that consume direct and indirect resources in different proportions (Barrett, 2005). Wegmann and Nozile (2010; 2009) claim that TDABC is only useful for standard processes such as chain management supplying, some standardized production processes and consulting activities, call centers, hospitals, etc. Ratnatunga & Waldmann (2010) consider the use of TDABC inappropriate to determine the indirect research cost for departments that combine teaching and research activities since accurate estimations can be obtained from other type of methods. Cardinaels and Labro (2008) also state that for incoherent tasks such as research and development process, marketing, legal or complex productions, some mistakes are possible. Incoherent tasks are activities addressed on the basis of first come, first served, and not in a structured and systematic sequence. In these cases, authors predict less accuracy in time perception when events are presented incoherently rather than coherently. Sherratt (2005) also considers that certain areas of IT and marketing do not perform repetitive and homogeneous activities to be clocked reliably. For these activities, the author still considers ABC as an alternative methodology to be used (Barrett, 2005). This situation is confirmed by Hoozée et al. (2010), who also affirm that ABC is more accurate than TDABC in those types of cases. Through a simulation analysis, the authors compare the overall accuracy of ABC and TDABC in complex and dynamic environments. They identify that when diversity of productive work is low, TDABC tends to be more accurate, especially at higher levels of unused capacity. Conversely, when the diversity of productive work is high, ABC is the best option, especially at lower levels of unused capacity.
3.5 Opportunities

There are several additional opportunities for TDABC such as:

1) Simulation. McGowan (2009) states that TDABC may easily use simulation modeling to analyze how to optimize the resources since information is entirely composed of real values. It allows implementing different scenarios in order to identify opportunities for resource management. Moreover, the simulation model can be used for capacity planning to highlight resources gaps and spare capacity (Everaert, Bruggeman, Sarens, et al., 2008). Managers can easily update their simulation model to reflect changes in the operating environment and to measure improvement in efficiencies and costs.

2) Benchmarking. With TDABC, companies can compare their processes among other companies because most of them are common across multiple industries (Kaplan & Anderson, 2007b). It is also possible to compare time equations and costs within different company locations (warehouses). Anderson (2006) presents how three companies in different industries use TDABC in a benchmarking way. For this author, TDABC does not replace traditional benchmarking methodologies; it enhances them. This is so because, unlike traditional benchmarking that only reports macro results, TDABC isolates process differences to uncover root causes. Everaert et al. (2008) present a case study where an internal benchmarking was performed in four warehouses. They describe that time estimations were different among all the warehouses. In some cases, this is because of the different distances that trucks must travel; and for other subtasks, because some warehouses worked more efficiently than others.

3) Complementary Information Systems. A fully automated accounting mode is not yet usual. Nevertheless, there are a variety of technologies that help to collect data from processes with minimum manual efforts such as bar codes, RFID technology and time sheets (Bahr & Lim, 2010; Oztaysi et al., 2007; Varila et al., 2007). This is especially useful in a logistics environment where there are mostly repetitive processes. Moreover, since these technologies allow improving data accuracy by reducing the number of human errors and because they allow a relatively rapid data collection, they may provide an answer for TDABC for non-routine tasks. Varila et al. (2007) also recommend to estimate the time on the bases of parameters through statistical tools such as multiple regression analysis. Neural networks are also another kind of flexible tools to estimate costs, although they are a “black box” which gives no chance to analyze the outcomes (Verlinden, Duflou, Collin, & Cattrysse, 2008).

4) Balanced Scorecard (BSC). According to Yilmaz (2008a), TDABC can be used as a basis for a balanced scorecard. The BSC allows organizations to implement a strategy rapidly and effectively by integrating the measurement system with the management system. TDABC facilitates translating strategy into performance measures and provides actionable performance measures for the BSC (Yilmaz, 2008a). Yilmaz (2008b) and Ayvaz et al. (2011) analyze the relation between BSC and the costing systems ABC and TDABC respectively. They mention four existing links: 1) Operational Connection, where the outputs of ABC such as costs, quality, time and innovations are usually excellent inputs to a BSC by defining the performance of any process. 2) Customer Profitability Connection, through TDABC because of the ability to accurately decompose the aggregate marketing, distribution, technical, service, and administrative costs into the cost of serving individual customers. 3) Financial Connection because BSC helps to identify the strategic initiatives and resource requirements that enable companies gaining sustainable competitive power in the long term. Resources for these initiatives are assigned in the annual spending budget. 4) Analytic Hierarchy Process, which allows decision makers to model a complex problem in a hierarchical structure.

5) Total Quality Management (TQM). TQM means excellent quality of products and services and its objective is to meet customer requirements through the involvement of all the employees (Noviè¢viè¢ & Ljilja, 1999). It stresses the need to manage the activities and processes in a
continuous improvement framework. In the case of traditional costing systems, they cannot be adapted to the TQM philosophy because they are directed to the product and not to the process. In Novićević and Ljilja (1999), ABC is analyzed to deal with this problem since it provides information on costs and also information on processes. It helps managers in realization of a cost reduction program by the premise that certain costs can be eliminated, and that action does not make product quality an inferior one. It can be done with the objective to eliminate activities that do not add value to the product. According to Novićević and Antić (1999), ABC is totally compatible with TQM philosophy.

3.6 Conclusions

This document presents a comprehensive literature review on Time-Driven Activity-Based Costing, with a special focus on the case studies published over the period 2004-2012. Thirty-six papers are analyzed and classified along application themes such as logistics, manufacturing, services, health, hospitality and other nonprofit services. Based on the analysis of the selected literature, we conclude that TDABC is highly recommended for repetitive activities. However, the current research is less clear about the advantages of TDABC for non-routine tasks. Technologies such as RFID, bar codes or existing information from time sheets may provide the necessary data required in these cases. Nevertheless, future research is needed to identify whether these data sources may be helpful for non-routine tasks. Comparing TDABC to the traditional ABC costing, TDABC offers several advantages, even if it does not dramatically simplify specific processes. We agree with Adkins (2007) that TDABC should be considered as a complement to the traditional ABC model rather than as a replacement of it.

The results show that in practice TDABC provides most of the advantages its authors claim. Nevertheless, despite advantages, the main remarks made by other authors, which require special attention are: 1) provision of a partial solution to the ABC failings, 2) difficulty to measure the times, the homogeneity and their maintenance over time, 3) degree of subjectivity still present in the model, 4) biased overestimation when employees provide their time estimates in minutes, 5) necessity of a considerable amount of data to estimate satisfactorily time equations, 6) dependence of robust and reliable data to deliver an acceptable level of accuracy, 7) necessity of a regular maintenance with a minimum of required knowledge, 8) limitation of the model to predetermined routines and activities (e.g. repetitive processes), 9) difficulties of estimating time for non-continuous or unpredictable activities.

The studies on the implementation, as well as the criticisms on TDABC are, in most of the cases, written by its creators and not by independent researchers. This can certainly bias the evaluation of the TDABC methodology. Future research is needed by operational case studies in specific areas such as the public services, and in activities that follow an unstructured and non-systematic sequence.
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Chapter 4: **Time-Driven Activity-Based Costing for Lending and Returning Processes**


This chapter presents a detailed case study and corresponding analysis conducted using Time-Driven Activity Based Costing (TDABC) on lending and returning processes. The applicability of TDABC in academic libraries is illustrated with special attention to large-scale libraries. This chapter firstly provides a theoretical background of TDABC, including its main characteristics and limitations. Then, the TDABC implementation in the case study is analyzed, identifying key benefits and deployment limitations faced during the process. Finally, some conclusions and recommendations are also provided.

Apart from typographical adjustments, the content of this chapter is identical to the content of the published paper quoted above; where necessary, additional information or remarks are added in footnotes. The layout is adapted for consistency throughout this dissertation. Some redundancy with other chapters is unavoidable as an academic article needs its own introductory sections. This, however, entails the advantage that the chapter can be read separately.

**Abstract**

With the rapid increase in demand of new digital services, the high cost of information, and the dramatic economic slowdown, libraries have been pressured to improve their services at lower costs. To cope with these conditions, library managers must improve their knowledge and understanding of cost behavior, as well as be aware of the different costs involved in the library. Time-Driven Activity-Based Costing (TDABC) is a cost management technique that allows developing accurate cost information on a wide range of activities. Few case studies have been implemented in libraries regarding very specific processes such as inter-library loan and acquisition processes. More research is still needed to determine whether TDABC is useful and feasible to implement for a more extensive set of library activities. Through an analysis performed at an academic library in Belgium, this document introduces TDABC as a useful method for supporting lending and returning processes.

**Contributions of the first author**

The first author’s contributions are: the literature study on TDABC and its implementation in libraries. It also includes data collection, TDABC implementation, implications, and conclusions.
4.1 Introduction

Due to the recent economic crisis, the high cost of information, and the rising demand of services and information resources, libraries have been required to shift budgeting and spending priorities. As a consequence, several decisions have been made, such as cutting collection budgets, eliminating budgets for travel or conferences, freezing salaries, finding new ways to fund programs, and moving from physical to digital collections (McKendrick, 2011; Sudarsan, 2006). This evolution has forced libraries to prioritize their spending and minimize their costs, concentrating on key success factors such as cost efficiency, quality and innovations (Novičević & Ljilja, 1999; Blixrud, 2003, p. 15).

Library managers in these difficult circumstances are required to increase their understanding of library activities and their related costs in order to justify resource requirements and the creation of new services or face budget reductions. To do so, they must rely on valid information about the library processes and cost estimations, as well as differentiate the kind of "products" or "services" libraries provide to customers. For instance, there are no tangible products in libraries (except for scanning and photocopying) and the primary products are a wide range of services. Several studies on cost analysis and resource allocation for library services have been developed over the past forty years (Kaplan & Cooper, 1998; Rouse, 1975), in which traditional costing systems have been mainly used (Kaplan & Cooper, 1998).

This article introduces Time-Driven Activity-Based Costing (TDABC) as a useful costing system for librarians and library managers who want to perform a cost analysis in a simple and accurate manner. TDABC, which was initially developed for manufacturing processes to overcome the difficulties presented by traditional costing systems, is gaining special attention in academic libraries. This is because TDABC is a fast, accurate, and easy-to-understand method that only requires two parameters: the unit cost of supplying resource capacity and an estimated time required to perform an activity (Kaplan & Anderson, 2007b). By implementing TDABC in libraries, key benefits are provided, such as the possibility of disaggregating values per activity to identify non-value added activities; benchmarking different scenarios to adapt best practices for performance improvement; and justifying decisions and choices such as staff recruitment, training and new service development (Siguenza-Guzman et al., 2013). This investigation presents a case study of the Loan and Return processes at the Arenberg Library of the Katholieke Universiteit Leuven (KU Leuven) to illustrate the applicability of TDABC in academic libraries with special attention to large-scale libraries. The remainder of this article is organized as follows. The next section presents the theoretical background of TDABC and its main characteristics and limitations. Then, the implementation of TDABC in a case study is analyzed, identifying key benefits and deployment limitations faced during the process. Finally, some conclusions and recommendations for future work are given in the last section.

4.2 Theoretical background: TDABC

The most well-known costing system is the so-called traditional costing, which consists of a single and static cost rate for allocating indirect costs of different processes to cost objects such as products or services (Kaplan & Cooper, 1998). It works well when used in specific scenarios, such as in stable environments with small or fixed indirect costs, but it leads to inaccurate total product cost estimations in more complex environments (Kaplan & Cooper, 1998; Tse & Gong, 2009). As a result of the current wide offering of library products and services, these inaccuracies become critical in the ability to accurately describe the complexity of the cost structure (Tse & Gong, 2009).

Activity-Based Costing (ABC) is an alternative costing technique specially promoted by Robert S. Kaplan and Robin Cooper (1988) in the mid-1980s. In the case of libraries, ABC performs a more accurate and efficient treatment of activity costs compared to traditional costing due to its accuracy in allocating indirect costs to different activities (Ellis-Newman, Izan, & Robinson, 1996; Ellis-Newman & Robinson, 1998; Goddard & Ooi, 1998; Ellis-Newman, 2003; Ching, Leung, Fidow, &
Huang, 2008; Novak, Paulos, & Clair, 2011). However, in practice, ABC is time consuming and costly, which is mainly a result of data collection performed by means of interviews (Kaplan & Anderson, 2004). As a consequence, several companies have ceased updating their systems, and in some cases they have substituted more efficient approaches such as TDABC (Yilmaz, 2008, p. 8; Wegmann & Nozile, 2009).

TDABC is a new ABC approach developed by Robert S. Kaplan and Steven R. Anderson (2004) to overcome the difficulties of implementing and updating ABC systems. TDABC assigns resource costs directly to the cost objects using two easy-to-obtain sets of estimates: (1) the cost per time unit of supplying resource capacity to the activities and (2) an estimate of the time units required to perform an activity (Kaplan & Anderson, 2004). To calculate the cost of activities under a TDABC system, six steps typically need to be performed (Everaert, Bruggeman, Sarens, Anderson, & Levant, 2008). These steps are illustrated in Table 4.1.

Table 4.1: Time-Driven Activity-Based Costing steps (Everaert et al., 2008)

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Identify the services or activities</td>
</tr>
<tr>
<td>2</td>
<td>Estimate the total cost of each resource group</td>
</tr>
<tr>
<td>3</td>
<td>Estimate the practical time capacity of each resource group</td>
</tr>
<tr>
<td>4</td>
<td>Calculate the unit cost of each resource group</td>
</tr>
<tr>
<td>5</td>
<td>Determine the estimated time for each activity</td>
</tr>
<tr>
<td>6</td>
<td>Multiply the unit cost of each resource group by the estimated time for the activity</td>
</tr>
</tbody>
</table>

TDABC starts estimating the cost of supplying capacity by identifying the different services or activities, their cost and their practical capacity. Then, the unit cost of each resource group is gathered by dividing the total cost by the practical capacity. The total cost of supplying resource capacity is defined as the cost of all the resources supplied to this department or process (e.g., staff, supervision, occupancy, equipment, technology, and infrastructure). Practical capacity is defined as the amount of time that employees work without idle time (Kaplan & Anderson, 2007a). There are two ways to estimate practical time capacity: (1) assuming an 80 percent of theoretical capacity for people (excluding breaks, arrival and departure, communication, training, meetings, chitchat, etc.), and an 85 percent capacity for machines (excluding maintenance, repair, and scheduling fluctuations); and (2) calculating the real values adjusted for the institution (e.g., available working hours, excluding holidays, meeting and training hours; (Kaplan & Anderson, 2007b)).

Once the cost of supplying capacity has been calculated, the estimated time for each activity is determined. This value can be obtained through interviews with employees or by direct observation; no additional surveys are required. Authors argue that precision is not critical, that a rough accuracy is sufficient because gross inaccuracies will be revealed either in unexpected surpluses or shortages of committed resources (Kaplan & Anderson, 2007b). Unlike ABC, this value refers to the time that an employee spends doing an activity and not the percentage of time that it takes to complete one unit of that activity. In addition, through a simple time equation, it is possible to represent all possible combinations of activities (e.g., different types of products do not necessarily require the same amount of time to be produced). For each activity, costing equations are calculated based on the time required to perform an activity (Yilmaz, 2008). This time is computed by time equations, which are the sum of individual activity times. Using these equations, it is possible to combine all the activities involved into one process with only one time equation. They are represented with the following expression (Kaplan & Anderson, 2007b):

$$Time \text{ required to perform an activity } = (\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \beta_4 X_4 + \beta_5 X_5 + \cdots + \beta_i X_i)$$

Where $\beta_0$ is the standard time to perform the basic activity (e.g., 5 minutes), $\beta_i$ is the estimated time for the incremental activity $i$ (e.g., time required for the hand-in-robot to allocate the item in
the correct box = 0.5 minutes), and $X_i$ is the quantity of incremental activity $i$ (e.g., number of items per loan = 2). Finally, costs are assigned to the cost object by multiplying the cost per time unit of the resources by the estimate of the time required for performing the activities.

## 4.3 TDABC in libraries

Little is known about applying TDABC in libraries. The first TDABC approach, given by Eli Pernot, Filip Roodhooft, and Alexandra Van den Abbeele (2007), uses TDABC for calculating interlibrary loan (ILL) costs. The paper offers a useful technique to reduce ILL resource costs or renegotiate ILL service prices. The authors conclude that TDABC could reduce the cost management of all library services because librarians can take appropriate actions to decrease the time needed for specific customer’s requests. On the other hand, Kristof Stouthuysen and colleagues (2010) focus their analysis on the acquisition process. They describe TDABC as a useful system for small- to medium-size academic libraries. The authors define TDABC as a costing system that assists library managers in visualizing the acquisition process efficiencies and capacity utilization, leading to potential cost efficiencies. They also state that the study can be applied to complex or digitalized acquisition environments. These initial investigations show promising possibilities of using TDABC to provide accurate information on library activities. However, these studies have been applied to very specific settings, studying only particular processes with cases in small- and medium-size academic libraries. More research is still needed to identify whether the technique of TDABC is useful and feasible to implement for a more extensive set of library activities. In this context, the main objective of this article is to study whether TDABC can support loan and return processes in a large academic library.

## 4.4 Case Study of Loan and Return Processes

A case study using TDABC was performed in the Circulation Department at the Arenberg Campus Library (CBA - Campusbibliotheek Arenberg) of the KU Leuven in Belgium. We focus on this unit because it is considered one of the most important departments of the library. Although nowadays digital libraries are becoming stronger, physical processes such as loan and return processes are still considered crucial activities within libraries because, as McKendrick (2011, p. 4) states: "print still commands a lion’s share of annual budgets.” The Circulation Department involves all the services related to lending processes, such as loaning, returning, reserving, renewing, paying fines, and providing basic reference services.

CBA is operated by approximately 20.5 full-time-equivalent employees (FTE), who give support to about 10,000 potential customers (Dekeyser & Holans, 2003). To improve its cost efficiency, CBA has been obliged to use new technologies and to automate repetitive processes. In the case of the Circulation Department, the library has implemented lending and returning robots (lending robots named "chicos," as in "check in, check out"). With each chico robot, customers can borrow or return the items without any assistance. Alternatively, customers can also return the materials with a "hand-in-robot" that allows the return of items during hours the library is open without entering the library. The technology used for interacting with the robots and tagging the items is a Radio Frequency IDentification (RFID) system. Because of this interesting automation to improve cost efficiency, the processes of lending and returning have been selected to understand whether the decisions made at that time were the most appropriate. In the next sections, we illustrate the implementation of TDABC in the loaning and returning processes at CBA by applying six steps identified by Patricia Everaert and colleagues (2008).

### 4.4.1 Step 1: Identifying the services or activities

The first step is to identify the main activities of the Circulation Department and the role that each staff member has in these activities. In order to do this, a round of interviews with the head of the library and the main desk staff (i.e., people in charge of those processes) was conducted.
Three main activities in the Circulation Department, WBIB lending (Wetenschappelijke BIBliothek – scientific library), WMAG lending (Wetenschappelijke MAGazijn – scientific warehouse), and returning, were identified. Lending is the process of allowing users to borrow one or more items temporarily from the library. In the case of the CBA, the lending processes can be triggered with two types of materials: (1) WBIB items, which are bibliographic material (e.g., books or journals) located in open shelves, are directly available for customers without any assistance from the librarian. (2) WMAG items are only accessible to the library staff, because they are stored in compact shelves located in the basement. When a customer needs items from this repository, an online request must be filled. Returning is the process wherein customers return borrowed items to the library.

A second round of interviews was performed to obtain specific details about the different sub-activities of each process. This additional information was used to build flow charts of the activity sequences in the processes. It is important to remark that the least accurate flow occurred when superiors provided descriptions or when librarians presented a printed report of their estimations, which supports the findings of Eddy Cardinaels and Eva Labro (2008).

MS Visio and MS Excel were used to create a graphical representation of the tabular information. In each of the following figures, the beginning of each process is represented by a closed circle Ⓚ. Each figure is divided by horizontal lines to represent each of the actors involved in the process (e.g., customer, closed-stack responsible, main desk). These lines allow one to easily identify the different actors and resources involved in every specific activity. A diamond ❙ depicts the different options that a process has in a specific moment, such as the two possibilities to bring an item from the closed stack if it is an evening or a day shift. The rounded rectangles ⬜ represent the different activities, the average time consumed as well as its inquired cost. The end of a process is represented by the symbol Ⓜ.

In the case of WBIB items (Figure 4.1), the customer and the main desk are the two actors involved. The process starts when a customer consults the catalog to get an item. It is possible to find the physical place of the item by using the locator (i.e., a web system helps to locate library items); otherwise, the customer can go directly to the corresponding shelf. If the customer decides to borrow the item(s), the customer then puts them on the chico robot. If the customer has outstanding fines, the transaction is not performed until the fine is paid through an electronic transaction or in cash at the main desk. Finally, the customer can also print a receipt, which includes the details of the borrowed items.

![WBIB Lending Process](image)

**Figure 4.1:** WBIB Lending Process
In the WMAG Lending Process (Figure 4.2), four actors are involved: the customer, the main desk, a student library employee (SLE, i.e., a student hired to perform reshelving and classification activities), and the closed stack responsible. This process starts similarly to the previous one. However, in this case, the locator does not appear because it is not an open-shelf item. The customer requests the item online and receives it from the main desk. CBA has two kinds of staff shifts. In the mornings, a librarian works in the closed stack section and is responsible for sending the item to the main desk. During the evenings, the closed stack area is closed. Hence, an SLE goes to the closed stack and brings the item to the main desk. In any case, employees will ensure that the item is tagged (RFID system) before giving it to the customer. At this moment, the customer has two alternatives: (1) he or she can borrow the item, which results in the same procedure as the WBIB Lending, or (2) he or she can return the item, in which case the librarian deletes the request. If the item has also been requested by another customer, the librarian sends an e-mail message to the other customer, prints the request, and puts the item on a special shelf. Otherwise, if there is not a request for the item, the librarian returns the item to the closed stack in order to be reshelved.

The Returning Process (Figure 4.3) is triggered by the customer returning the item. In this process, two actors are involved: the customer and an SLE. The customer has two possibilities of returning: (1) He or she can return the item by the chico robot and print the receipt as proof of the returning. The robot has a plate where the customer puts on the borrowed items in order to make them recognizable for the computer. The customer can place a maximum of five items on the plate at one time. (2) He or she can return the item by hand in the robot and print the receipt. Using this machine, the customer is required to put the items one by one.

In the first case, during the evenings an SLE goes to the hand-in-robot with the book truck and returns the items. The objective of this activity is to accelerate the items’ classification by the corresponding cluster (i.e., book collection divisions). In the second case, this activity is not necessary because the items are already sorted when the customer puts the items in the hand-in-robot. In any case, once the items have been classified by the hand-in-robot, an SLE will sort the items in the cluster; and then reshelve the items.

### 4.4.1 Step 2: Estimating the total cost of resource groups

The total cost for the processes of lending and returning consists of four main direct costs: staff costs, machines costs, library management systems (LMS) costs and SLE costs. Due to differences in the staff salaries performing the activities, the average salary is used for the staff cost. Each salary is calculated by the monthly gross salary plus the social security contribution. This represents the full cost of an employee. According to the head of the library, the total number of personnel assigned to the three processes represents 1.5 FTE. This value corresponds to several people working different percentages of their time as a comparable number to full-time employees. It corresponds to about €4,110 on a monthly basis.

The cost of an SLE is about €441.37 monthly. The head of the library reported having an average of five students per month, each working forty hours (total job students = 5 × 40 h = 200 h). If we want to report the equivalence in FTE, we should consider that a staff member works thirty-eight hours/week (equals one FTE). If we assume four weeks per month, the corresponding FTE for SLE is $1.32\left(\text{FTE} = 200 \frac{h}{m} + \left(38 \frac{h}{w} \times 4 \frac{w}{m}\right) = 1.32\text{FTE}\right)$, equivalent to €582.60 monthly.

Loans and returns are mainly done by machines and the yearly cost associated with their maintenance, repair and inspection is about €30,400 (including VAT [value added tax]). The value includes the costs associated with the maintenance of the RFID robots (chico and hand-in-robot) and the gate antennas (security). The yearly cost incurred with LMS is about €17,050.

Based on the library accounting reports, there are two main types of indirect costs: (1) €3,000 for machine overhead costs on a yearly basis (e.g., computer supplies, hardware, software) and (2) €191,060 for staff overhead costs on a yearly basis (e.g., management, secretary, accounting, training
Figure 4.2: WMAG Lending Process
meetings staff, stationery material). Because staff and SLE are associated with the second
overhead, this cost is divided by the total number of FTE (FTE staff + FTE job student = 20.5 +
1.32 = 21.82), resulting in a yearly overhead of € 8,756 per FTE (€ 730 per month).

4.4.2 Step 3: Estimating the practical time capacity of each
resource group

There are two ways to get the value of the practical time capacity of each practical full capacity is
about 80 percent for people and 85 percent for machines; and (2) calculating or counting the real
values according to the library situation (Kaplan & Anderson, 2007b). In order to simplify the
study, the first option has been selected.

In the case of the machines and LMS, the practical capacity is set equal to the time that library is
open, that is, for weekdays from 9 a.m. until 10 p.m. and for Saturdays from 9 a.m. until 1 p.m.
(Dekeyser & Holans, 2003). This means that on a theoretical basis machines and LMS are available
during sixty-nine hours per week. Assuming fifty-two weeks per year, the practical capacity for
machines and LMS is 182,988 minutes/year \((85\% \times 69 \text{ hours week} \times 60 \text{ min hour} \times 52 \text{ weeks year})\).

For staff capacity, thirty-eight hours per week are accounted for the theoretical capacity. This
results in 7,296 minutes/month \((80\% \times 38 \text{ hours week} \times 4 \text{ weeks month} \times 60 \text{ min hour})\). Considering 1.5 FTE for the
lending and returning processes, the practical capacity for staff is 10,944 min/month.

Finally, regarding the SLE capacity, the theoretical capacity is forty hours/month (according to
regulations by the law); the practical capacity for each SLE is 1,920 minutes/month \((80\% \times 40 \text{ hours month} \times 60 \text{ min hour})\). Considering 1.32 FTE for SLE, the practical capacity is 2,534.4 minutes/month.

---

5 There are certain values that are not required to be included as indirect costs because they are paid by the
university and not charged to the library (e.g., electricity, heating, transportation, telephone; Ellis-Newman &
Robinson, 1998). Machines depreciation costs are not included since this equipment has been in use for several
years already.
4.4.3  Step 4: Calculating the unit cost of each resource group

The cost per unit time is calculated by dividing the total cost of the resource (step 2) by the practical capacity (step 3). The machine overhead is added to the machines costs and LMS, and the staff overhead is added to the staff and the SLE costs. The resulting costs are presented in Table 4.2.

Table 4.2: Unit cost per resource group

<table>
<thead>
<tr>
<th>Cost Type</th>
<th>Calculations</th>
<th>Cost per Minute (€/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machines</td>
<td>(€ 30,400/182,988) + (€ 3,000/182,988) = .17 + .01</td>
<td>.18</td>
</tr>
<tr>
<td>Library management systems</td>
<td>(€ 17,045/182,988) + (€ 3,000/182,988) = .09 + .01</td>
<td>.10</td>
</tr>
<tr>
<td>Staff labor</td>
<td>(€ 4,110/10,944) + (€ 730/10,944) = 0.38 + 0.07</td>
<td>.45</td>
</tr>
<tr>
<td>Student library employee</td>
<td>(€ 582,60/2,534.4) + (€ 730/10,944) = 0.23 + 0.07</td>
<td>.30</td>
</tr>
</tbody>
</table>

4.4.4  Step 5: Determining the time estimation for each activity

The required time to perform an activity was gathered through direct observation. The data collection was conducted multiple times using a stopwatch during several days at different hours in the first semester of 2010, and the results were validated through a second data collection in the following semester in order to avoid possible biases. Since we made a large number of observations, the average time of each activity was taken as reference to facilitate the calculations.

4.4.4.1  WBIB Lending Process

A customer consults the catalog to get an item (1.36 minutes), and then the physical place of the item can be identified by using the locator (0.83 minute). If the customer decides to borrow the item(s), the customer puts it (them) on the chico robot (0.38 minute). In case the customer has outstanding fines, the transaction cannot be performed until the fine is paid by an electronic transaction (0.71 minute) or in cash (0.84 minute) at the main desk. In any case, the librarian will ask for the student card to check on the system the value to be paid (0.46 minute), and will give a receipt to the customer as proof of payment (0.62 minute). Finally, if the customer desires, he or she can also print the borrow register (0.11 minute). The resulting equation is as follows:

\[
\text{WBIB Lending Process} = 1.36 \times (\text{number of items}) + 0.83 \times (\text{number of items}) \begin{cases} \text{if locator} \\ \text{if electronic} \end{cases} + 0.38 + (1.08 + 0.71 \begin{cases} \text{if electronic} \\ \text{if cash} \end{cases} + 0.84 \begin{cases} \text{if electronic} \\ \text{if cash} \end{cases} + 0.46 \begin{cases} \text{if fine} \\ \text{if payment} \end{cases}) + 0.11 \begin{cases} \text{if print receipt} \end{cases}
\]

(1)

There are certain parameters that can influence the formula (e.g., if the customer uses the locator or goes directly to the shelf). These situations are represented by dummy variables (Boolean values; Everaert & Bruggeman, 2007). The dummy variable is zero when the optional activity is not used in a specific situation. Otherwise, the dummy is one when the activity is part of a particular process. In equation (1), dummy variables are \( \text{if locator} \), \( \text{if electronic} \), \( \text{if cash} \), \( \text{if fines} \), and \( \text{if print receipt} \).
4.4.4.2 WMAG Lending Process

The WMAG Lending Process starts similarly to that shown in equation (1) (1.36 minutes). Subsequently, the customer requests the item (0.68 minute) which is automatically printed by the main desk (2.00 minutes). In the morning shift, the printed request is sent to the closed stack by the lift (0.30 minute), the closed stack responsible gets the item from the stack (1.00 minute) and sends it back to main desk (0.30 minute). In the evening shift, an SLE goes from the main desk to the closed stack (0.50 minute), gets the item (1.07 minutes) and carries it to the main desk (0.50 minute). If the item is not tagged, the employee will tag it (0.67 minute) and then give it to the customer (0.17 minute). An individual tag costs € 0.30, including VAT.

Then the customer has two alternatives: (1) *Borrow the item*: put the item on the chico robot and perform the borrowing procedure (0.38 minute). The transaction will not be made unless all outstanding fines are paid, similarly to equation (1). The process finishes by printing the receipt as a proof to the lending (0.11 minute). (2) *Return the item*: the librarian deletes the request (0.32 minute). If the item has another request, the librarian sends an email message to the customer (0.42 minute), prints the request (0.41 minute), and puts the item in a special shelf (0.35 minute). Otherwise, the librarian returns the item to the closed stack (0.35 minute) for it to be reshelved (0.53 minute).

\[
\text{WMAG Lending Process} = 1.36 \times (\text{number of items}) + 0.68 \times (\text{number of items}) + 2.00 + (0.30 + 1.00 \times (\text{number of items}) + 0.30)\{\text{if morning shift}\} + (0.50 + 1.07 \times (\text{number of items})\{\text{if not tagged}\} + 0.17 + (0.38 + [(1.08 + 0.84 \{\text{if electronic}\} + 0.71 \{\text{if cash}\})\{\text{if fines}\}] + 0.11\{\text{if print receipt}\}\{\text{if borrow}\} + [0.32 + (0.42 + 0.41 + 0.35)\{\text{if still requested}\} + (0.20 + 0.15 + 0.18 + 0.35)\{\text{if not new request}\}] \times (\text{number of items})\{\text{if unborrow}\}
\]

4.4.4.3 Returning Process

There are two options to return item(s): (1) by the chico robot (0.38 minute), printing the receipt as a proof to the return (0.11 minute), and leaving the item in the book truck, or (2) by the hand-in-robot (0.08 minute) and printing the receipt (0.11 minute). In the first case, during the evenings, an SLE goes to the hand-in-robot with the book truck (0.03 minute) and returns every item (0.08 minute). In both cases, the hand-in-robot will classify the items by the corresponding cluster, and an SLE will sort the items in the cluster (0.17 minute) and then reshelves the items (0.35 minute). The last two values are calculated using an average batch of items that an SLE classifies per cluster.

\[
\text{Returning Process} =
0.38\{\text{if chico robot}\} + 0.08\{\text{number of items}\}\{\text{if hand in robot}\} + 0.11\{\text{if print receipt}\} + [0.03 + 0.08 \times (\text{number of items})]\{\text{if chico’s robot}\} + (0.17 + 0.35) \times (\text{number of items})
\]

4.4.5 Step 6: Multiplying the unit cost of each resource group by the time estimate for the activity

Eventually, a cost table is built by multiplying the unit cost per time and the time needed for the activity. Tables 4.4-4.6 present the costs incurred in each activity. The first column in each of these tables lists the activities identified in the process, and the second column shows the average time for each event. The third column indicates the accumulated costs of each resource group, and the fourth column calculates the resulting cost incurred in the activity. The fifth column describes the dummy variable conditioning the activity, and the sixth column includes the resource group.
involved in each activity. Each table is divided by standard and optional activities to separate the values influenced by the dummy variables.

To calculate the total cost of a sub-process, one first identifies the different activities that appear in this specific situation. The fifth column of the costing tables that contains the dummy variables helps us to identify which optional activities are going to be used for the calculation. In the bottom part of Table 4.3, three different examples of sub-processes are included to illustrate how the total cost is calculated. Case A represents the most common situation of a customer taking the item from the shelf, borrowing it, and finally printing the receipt. Case B and C correspond to a customer who is trying to borrow an item, but first he has to pay a fine of previous transactions. In case B, the customer pays the fine through an electronic transaction, whereas in case C he pays the fine in cash.

Based on these costing tables a costing analysis process, by means of a what-if analysis, can be performed. For instance, it is possible to analyze the cost of returning three items through all possible cases: (1) by the chico robot, (2) by the hand-in-robot, and (3) manually with the assistance of a librarian.

If a customer returns the items through the chico robot, this value (0.38 minute) is not multiplied by the number of items because these machines allow the customer to return up to five items at the same time on the plate. Then a receipt could be printed as proof or returning (0.11 minute). Those values are multiplied by the cost that represents the maintenance of the machines (€ 0.18) and LMS (€ 0.10). Table 4.6 provides an overview of this example.

If the items are returned by the hand-in-robot, the customer is required to place the items one by one onto the machine. In this case, that time value (0.08 minute) is multiplied by the number of items the customer returns. The final receipt will be only one, even if the customer returns many more items. The results can be seen in Table 4.7.

If the items are returned manually with a librarian, the customer gives the items to the main desk. The librarian scans each item by hand to enter into the system (0.20 minute) and then rewrites the RFID tag to specify that the item is in the library again (0.32 minute). In order to do this the librarian places the item in the RFID station. Finally, the employee leaves the items in the book truck. Table 4.8 contains the results.

4.5 Implications

The TDABC analysis provides many insights into the costs of the lending and returning processes. This, in turn, leads to several implications and recommendations. From the example on the returning process, it is evident that the time and cost of returning three items manually is very high in comparison with the same activity performed by the robots. If the items are returned by the chico robot, we obtain a reduction in costs of 47 percent. If this task is performed through the hand-in-robot, the cost is 20 percent less in comparison to the chico robot. Based on these figures it is recommended to automate as much as possible the returning process, as this will lead to significant cost reductions.

Although, most of the processes in the Circulation Department have been automated, there are still some activities that can be improved. For instance, in table 3 the total cost of a WIBIB lending process is analyzed through three different cases. The TDABC analysis shows that paying fines electronically is slightly less expensive than paying in cash (6 percent), as in both cases the assistance of a librarian is required. However, if a customer does not have to pay a fine, the cost is reduced by 76 percent. Based on these findings, potential improvements can be undertaken, such as performing awareness-raising campaigns about returning items on time or paying fines at the time of enrollment at the University.
### Table 4.3: WBIB Lending Process Cost Table

<table>
<thead>
<tr>
<th>Activity</th>
<th>Average Time (Minutes)</th>
<th>Cost (€/Minute)</th>
<th>Cost (€)</th>
<th>Dummy Variable</th>
<th>Resources</th>
<th>Activity Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Standard activities:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consult the catalog</td>
<td>1.36</td>
<td>.10</td>
<td>.14</td>
<td>LMS</td>
<td></td>
<td>a</td>
</tr>
<tr>
<td>Use chico robot</td>
<td>.38</td>
<td>.28</td>
<td>.11</td>
<td>Chico robot + LMS</td>
<td></td>
<td>b</td>
</tr>
<tr>
<td><strong>Subtotal</strong></td>
<td>1.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Optional activities:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use the locator</td>
<td>.83</td>
<td>.10</td>
<td>.08</td>
<td>If locator</td>
<td>LMS</td>
<td>c</td>
</tr>
<tr>
<td>Print the receipt</td>
<td>.11</td>
<td>.28</td>
<td>.03</td>
<td>If print receipt</td>
<td>Chico robot + LMS</td>
<td>d</td>
</tr>
<tr>
<td>Ask for the student card</td>
<td>.16</td>
<td>.45</td>
<td>.07</td>
<td>If fines</td>
<td>Main desk</td>
<td>e</td>
</tr>
<tr>
<td>Check on the system</td>
<td>.30</td>
<td>.55</td>
<td>.17</td>
<td>If fines</td>
<td>Main desk + LMS</td>
<td>f</td>
</tr>
<tr>
<td>Pay it</td>
<td>.43</td>
<td>.45</td>
<td>.19</td>
<td>If fines, if cash</td>
<td>Main desk</td>
<td>g</td>
</tr>
<tr>
<td>Fill cash register</td>
<td>.41</td>
<td>.55</td>
<td>.23</td>
<td>If fines, if cash</td>
<td>Main desk + LMS</td>
<td>h</td>
</tr>
<tr>
<td>Bank contact transaction</td>
<td>.47</td>
<td>.45</td>
<td>.21</td>
<td>If fines, if electronic</td>
<td>Main desk</td>
<td>i</td>
</tr>
<tr>
<td>Fill electronic cash register</td>
<td>.24</td>
<td>.55</td>
<td>.13</td>
<td>If fines, if electronic</td>
<td>Main desk + LMS</td>
<td>J</td>
</tr>
<tr>
<td>Give receipt</td>
<td>.62</td>
<td>.55</td>
<td>.34</td>
<td>If fines</td>
<td>Main desk + LMS</td>
<td>k</td>
</tr>
<tr>
<td><strong>Subtotal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
\begin{align*}
\text{(A)} & \quad a + b + d (\text{if print receipt}) \\
& \quad 1.36 + .38 + .11 (\text{if print receipt}) = 1.36 + .38 + (.11 \times 1) = 1.85 \text{ minutes} \\
& \quad .14 + .11 + .03 (\text{if print receipt}) = .14 + .11 + (.03 \times 1) = .28 \\
\text{(B)} & \quad a + b + ([(e + f + k) + [(i + j) (\text{if electronic})] (\text{if fines})] \\
& \quad 1.36 + .38 + [(1.08 + .71 (\text{if electronic})) (\text{if fines})] = 1.36 + .38 + 1.08 + .71 = 3.53 \text{ minutes} \\
& \quad .14 + .11 + [(0.58 + .34 (\text{if electronic})) (\text{if fines})] = .14 + .11 + .58 + .34 = .117 \\
\text{(C)} & \quad a + b + ([(e + f + k) + [(g + h) (\text{if cash})] (\text{if fines})] \\
& \quad 1.36 + .38 + [(1.08 + .84 (\text{if cash})) (\text{if fines})] = 1.36 + .38 + 1.08 + .84 = 3.66 \text{ minutes} \\
& \quad .14 + .11 + [(0.58 + .42 (\text{if cash})) (\text{if fines})] = .14 + .11 + .58 + .42 = .125
\end{align*}
\]

Note. – WBIB = (Wetenschappelijke BIBliotheek [open-shelf collection]). LMS = library management systems.
### Table 4.4: WMAG Lending Process Cost Table

<table>
<thead>
<tr>
<th>Activity</th>
<th>Average Time (Minutes)</th>
<th>Cost (€ per Minute)</th>
<th>Cost (€)</th>
<th>Dummy Variable</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Standard activities:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consult the catalog</td>
<td>1.36</td>
<td>.10</td>
<td>.14</td>
<td></td>
<td>LMS</td>
</tr>
<tr>
<td>Fill the request form</td>
<td>.68</td>
<td>.10</td>
<td>.07</td>
<td></td>
<td>LMS</td>
</tr>
<tr>
<td>Print the request form</td>
<td>2.00</td>
<td>.55</td>
<td>1.10</td>
<td></td>
<td>Main desk + LMS</td>
</tr>
<tr>
<td>Get the item from main desk</td>
<td>.17</td>
<td>.45</td>
<td>.08</td>
<td></td>
<td>Main desk</td>
</tr>
<tr>
<td>Use chico robot</td>
<td>.38</td>
<td>.28</td>
<td>.11</td>
<td></td>
<td>Chico robot + LMS</td>
</tr>
<tr>
<td><strong>Subtotal</strong></td>
<td>4.59</td>
<td></td>
<td>1.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Optional activities:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Get the item from stack</td>
<td>1.60</td>
<td>.45</td>
<td>.72</td>
<td>If morning shift</td>
<td>Closed stack responsible</td>
</tr>
<tr>
<td>Get the item from stack</td>
<td>2.07</td>
<td>.30</td>
<td>.62</td>
<td>If evening shift</td>
<td>SLE</td>
</tr>
<tr>
<td>Tag the item</td>
<td>.67</td>
<td>1.03*</td>
<td>.69</td>
<td>If not tagged</td>
<td>Main desk + LMS + machines + tags*</td>
</tr>
<tr>
<td>Print the receipt</td>
<td>.11</td>
<td>.28</td>
<td>.03</td>
<td>If borrow</td>
<td>Chico robot + LMS</td>
</tr>
<tr>
<td>Ask for the student card</td>
<td>.16</td>
<td>.45</td>
<td>.07</td>
<td>If fines</td>
<td>Main desk</td>
</tr>
<tr>
<td>Check on the system</td>
<td>.30</td>
<td>.55</td>
<td>.17</td>
<td>If fines</td>
<td>Main desk + LMS</td>
</tr>
<tr>
<td>Pay it</td>
<td>.43</td>
<td>.45</td>
<td>.19</td>
<td>If fines, if cash</td>
<td>Main desk</td>
</tr>
<tr>
<td>Fill cash register</td>
<td>.41</td>
<td>.55</td>
<td>.23</td>
<td>If fines, if cash</td>
<td>Main desk + LMS</td>
</tr>
<tr>
<td>Bank contact transaction</td>
<td>.47</td>
<td>.45</td>
<td>.21</td>
<td>If fines, if electronic</td>
<td>Main desk</td>
</tr>
<tr>
<td>Fill electronic cash register</td>
<td>.24</td>
<td>.55</td>
<td>.13</td>
<td>If fines, if electronic</td>
<td>Main desk + LMS</td>
</tr>
<tr>
<td>Give receipt</td>
<td>.62</td>
<td>.55</td>
<td>.34</td>
<td>If fines</td>
<td>Main desk + LMS</td>
</tr>
<tr>
<td>Delete the Request</td>
<td>.32</td>
<td>.55</td>
<td>.18</td>
<td>If unborrow</td>
<td>Main desk + LMS</td>
</tr>
<tr>
<td>Return the item to the closed</td>
<td>.53</td>
<td>.45</td>
<td>.24</td>
<td>If unborrow, if not new request</td>
<td>Closed stack responsible</td>
</tr>
<tr>
<td>stack</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shelve the item</td>
<td>.35</td>
<td>.30</td>
<td>.11</td>
<td>If unborrow, if not new request</td>
<td>SLE</td>
</tr>
<tr>
<td>Send an email to the customer /</td>
<td>.83</td>
<td>.55</td>
<td>.43</td>
<td>If unborrow, if still requested</td>
<td>Main desk + LMS</td>
</tr>
<tr>
<td>Print the request</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Put item in a special shelf</td>
<td>.35</td>
<td>.45</td>
<td>.16</td>
<td>If unborrow, if still requested</td>
<td>Main desk + LMS</td>
</tr>
<tr>
<td><strong>Subtotal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. – WMAG = (Wetenschappelijke MAGazijn [closed stack collection]). LMS = library management systems. SLE = student library employee.

* €1.03 = main desk + LMS + machines + tags = .45 + .10 + .18 + .30 (individual tag costs).
### Table 4.5: Returning Process Cost Table

<table>
<thead>
<tr>
<th>Activity</th>
<th>Average Time (Minutes)</th>
<th>Cost (€/Minute)</th>
<th>Cost (€)</th>
<th>Dummy Variable</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Standard activities:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shelve the item</td>
<td>.35</td>
<td>.30</td>
<td>.11</td>
<td></td>
<td>SLE</td>
</tr>
<tr>
<td>Subtotal</td>
<td>.35</td>
<td>.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Optional activities:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Return item to chico robot</td>
<td>.38</td>
<td>.28</td>
<td>.11</td>
<td>If chico robot</td>
<td>Chico robot + LMS</td>
</tr>
<tr>
<td>Print the receipt</td>
<td>.11</td>
<td>.28</td>
<td>.03</td>
<td>If chico robot or If hand-in-robot</td>
<td>Machines + LMS</td>
</tr>
<tr>
<td>Return item to the hand-in-robot</td>
<td>.08</td>
<td>.28</td>
<td>.02</td>
<td>If hand-in-robot</td>
<td>Machines + LMS</td>
</tr>
<tr>
<td>Go to the hand-in-robot</td>
<td>.03</td>
<td>.30</td>
<td>.01</td>
<td>If book truck</td>
<td>SLE</td>
</tr>
<tr>
<td>Return item to the hand-in-robot</td>
<td>.08</td>
<td>.58</td>
<td>.05</td>
<td>If book truck</td>
<td>SLE + machines + LMS</td>
</tr>
<tr>
<td>Classify the item</td>
<td>.17</td>
<td>.30</td>
<td>.05</td>
<td>If book truck</td>
<td>SLE</td>
</tr>
<tr>
<td><strong>Subtotal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. – LMS = library management systems. SLE = student library employee.
Table 4.6: Returning Process through the Chico Robot (Three Items Returned)

<table>
<thead>
<tr>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Cost (€/min)</th>
<th>Cost (€)</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shelve the item</td>
<td>.35 x 3</td>
<td>.30</td>
<td>.32</td>
<td>SLE</td>
</tr>
<tr>
<td>Return item to chico robot</td>
<td>.38</td>
<td>.28</td>
<td>.11</td>
<td>Chico robot + LMS</td>
</tr>
<tr>
<td>Print the receipt</td>
<td>.11</td>
<td>.28</td>
<td>.03</td>
<td>Machines + LMS</td>
</tr>
<tr>
<td>Go to the hand-in-robot</td>
<td>.03 x 3</td>
<td>.30</td>
<td>.03</td>
<td>SLE</td>
</tr>
<tr>
<td>Return item to the hand-in-robot</td>
<td>.08 x 3</td>
<td>.58</td>
<td>.14</td>
<td>SLE + machines + LMS</td>
</tr>
<tr>
<td>Classify the item</td>
<td>.17 x 3</td>
<td>.30</td>
<td>.15</td>
<td>SLE</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>2.38</strong></td>
<td></td>
<td><strong>.78</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.7: Returning Process through the Hand-in-Robot (Three Items Returned)

<table>
<thead>
<tr>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Cost (€/min)</th>
<th>Cost (€)</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shelve the item</td>
<td>.35 x 3</td>
<td>.30</td>
<td>.32</td>
<td>SLE</td>
</tr>
<tr>
<td>Print the receipt</td>
<td>.11</td>
<td>.28</td>
<td>.03</td>
<td>Machines + LMS</td>
</tr>
<tr>
<td>Return item to the hand-in-robot</td>
<td>.08 x 3</td>
<td>.55</td>
<td>.13</td>
<td>Machines + LMS</td>
</tr>
<tr>
<td>Classify the item</td>
<td>.17 x 3</td>
<td>.30</td>
<td>.15</td>
<td>SLE</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>1.91</strong></td>
<td></td>
<td><strong>.63</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8: Returning Process through the librarian staff

<table>
<thead>
<tr>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Cost (€/min)</th>
<th>Cost (€)</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Return item manually into the system</td>
<td>0.20*3</td>
<td>0.55</td>
<td>0.33</td>
<td>Main desk + LMS</td>
</tr>
<tr>
<td>Rewrite the RFID tag</td>
<td>0.32*3</td>
<td>0.73</td>
<td>0.70</td>
<td>Main desk + Machines + LMS</td>
</tr>
<tr>
<td>Print the receipt</td>
<td>0.11</td>
<td>0.55</td>
<td>0.06</td>
<td>Main desk + LMS</td>
</tr>
<tr>
<td>Leave the items in the book truck</td>
<td>0.10</td>
<td>0.45</td>
<td>0.05</td>
<td>Main desk + LMS</td>
</tr>
<tr>
<td>Go to the hand-in-robot</td>
<td>0.03*3</td>
<td>0.30</td>
<td>0.03</td>
<td>SLE</td>
</tr>
<tr>
<td>Return item to the hand-in-robot</td>
<td>0.08*3</td>
<td>0.58</td>
<td>0.14</td>
<td>SLE + Machines + LMS</td>
</tr>
<tr>
<td>Classify the item</td>
<td>0.17*3</td>
<td>0.30</td>
<td>0.15</td>
<td>SLE</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>2.61</strong></td>
<td></td>
<td><strong>1.46</strong></td>
<td></td>
</tr>
</tbody>
</table>

Other what-if analysis can be done between the activities performed by an SLE or a librarian, such as reshelving the materials. An interesting discussion is also to analyze the most expensive activities, for instance, printing requests in the WMAG process (€ 1.10). Taking into account the incurred costs for such an activity and the environmental impact caused, one may consider automating this activity by setting alerts to the system when a new request is performed.

### 4.6 Conclusions

Because of the current economic conditions of our times and because of limited resources, academic libraries are called to search for efficient methods to balance their limited budgets with
the services provided. Hence, the costs and time consumed by activities, processes and resources are extremely important and of high interest to library managers in identifying non-value-added activities, finding and adapting best practices, and justifying decisions and choices. In this article, a case study of the Time-Driven Activity-Based Costing implementation on the loan and return processes at the Arenberg Campus Library of the KU Leuven was conducted. This case study has illustrated through six simple steps how this method can be used in carrying out a cost analysis in a simple, easy-to-understand and accurate manner.

Several important insights have emerged from the case study. The first important insight is that the amount of time required collecting the duration of activities and to document the activity flows is relatively limited compared to the insights gained from the analysis. The duration of activities was gathered by direct observation since the most accurate data were collected when librarians physically performed the tasks. Although in the beginning, this process is more time consuming, nonetheless, the final model considers real and detailed values about the library activities. Therefore, a trade-off between measurement time and accuracy must be considered. To document the activity flows, rounds of interviews with library managers and staff were done to identify the activities, resources and responsibilities. A second important insight is that software tools and the ease of presenting results help to decrease implementation time, and allow for better communication and validation. MS Office suite programs, such as Visio and Excel, were integrated to store, analyze and create graphical representations of the activity flows. As a consequence of this clear graphical representation, librarians were able to easily understand the sequences and their responsibilities in each process, and consequently, this allowed us to validate the collected information straightforwardly. Finally, a third important insight is that the involvement and commitment of the library staff are critical to the data collection in increasing the acceptance of the model. Therefore, motivation and an explanation of the measurement purpose are fundamental for achieving the desired commitment with staff. In the case of a large library, this requirement is even more critical since the number of employees gives rise to different types of opinions and attitudes regarding the process. This case study shows that TDABC is applicable to large libraries as well but that involvement of library staff is crucial.

A real situation that libraries face is the decision to automate repetitive processes. In this case study this is analyzed through three different situations of the returning process. With a simple but interesting example, we compare the costs of some specific activities performed by staff or machines. As we can see, the use of robots is well justified to automate these repetitive processes, especially in the cases of costly labor and in high number of activities.

This case study also illustrates some important benefits of TDABC such as the following: (1) better understanding of the costs’ origins due to the disaggregated cost, time and resources per activity and of activities to be improved or discarded (e.g., including alerts in the LMS when a new request is available instead of printing requests); (2) an improved alternative evaluation for comparing different scenarios (e.g., manual activities vs. automated); (3) enhanced communication to analyze the cause of specific problems with stakeholders (librarians) that can easily understand the methodology applied; at the same time, librarians can justify the increase of wages or the development of the new services based on their responsibilities and the time required to perform them; (4) adaptability when, for instance, it is required to switch resources in busy periods, as when adding more staff to strengthen the user attention process is required to cope with the increased demand at the beginning of every semester; as demand increases (customers require extra attention to get familiar with the library), a shift from other areas for a specific period of time can be made; activities that were relegated for this cause can be prioritized during periods of low demand (e.g. when classes have ceased).

In summary, although at first glance, TDABC may seem more difficult to implement and to require more intensive data collection compared to a traditional costing system, our investigation shows that TDABC in practice is simple and easy to understand when the six steps identified by Everaert and colleagues (2008) are followed. Furthermore, the potential benefits accruing from the TDABC implementation such as the accuracy to calculate the costs of library services, the possibility of performing benchmarking analysis, disaggregating values per activity, and justifying decisions and
choices, validates the effort required to collect the data. An interesting avenue for future research is to perform a TDABC analysis on the user reference process. Considering that this kind of task does not follow a structured and systematic sequence (i.e., activities are addressed as they come in), as is in the case of our study, we expect that this analysis requires more effort and expertise. As a consequence, time analysis could be less accurate and more difficult to interpret. Additionally, a benchmark study is an interesting project to be done with libraries without fully automated loan and return processes.
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Chapter 5: **Time-Driven Activity-Based Costing Systems to maximize process benchmarking in libraries**


This chapter provides more detailed insight of using TDABC to maximize process benchmarking in libraries. The chapter starts by describing the TDABC implementation in two academic libraries in Belgium. The workflow of ten library processes are compared and analyzed based on the TDABC results. Next, processes and performance improvements are reported and discussed in terms of cost and time, in particular with reference to the two libraries analyzed. This chapter ends by drawing implications and conclusions.

Apart from typographical adjustments, the content of this chapter is identical to the content of the published paper quoted above; where necessary, additional information or remarks are added in footnotes. The layout is adapted for consistency throughout this dissertation. Some redundancy with other chapters is unavoidable as an academic article needs its own introductory sections. This, however, entails the advantage that the chapter can be read separately.

**Abstract**

In the current competitive and dynamic environment, libraries must remain agile and flexible, as well as open to new ideas and ways of working. Based on a comparative case study of two academic libraries in Belgium, this research study investigates the opportunities of using Time-Driven Activity-Based Costing (TDABC) to benchmark library processes. To this end, we first start by describing the TDABC implementation. Then, we discuss and compare the workflow of ten library processes covering the four main library functions: acquisition, cataloging, circulation and document delivery. Next, we report and discuss potential processes and performance improvements that can be realized from using library time and costs information, in particular with reference to the two libraries analyzed. We conclude this article discussing the positive implications of using TDABC as a tool to enhance process benchmarking in libraries.

**Contributions of the first author**

Introduction outline, TDABC implementation at library 1, process standardization of both libraries, process benchmarking, analysis of results, and synthesis of the main discussions and conclusions.
5.1 Introduction

Over the last decades, libraries have been in a process of constant change: emerging digital services, high cost of information and continuing budget constraints have heightened the libraries need to improve their efficiency and their urgency to deliver high quality services at lower costs (Blixrud, 2003; ACRL Research Planning and Review Committee, 2010). In fact, libraries are passing through a challenging phase that forces them to retool their traditional services and resources. Among the approaches that can help libraries to improve their performance, benchmarking is considered as one of the most effective (Jean-Luc Maire, Vincent Bronet, & Maurice Pillet, 2005). Benchmarking can be very useful to libraries that are struggling with inefficient and uneconomical processes, and that are looking for more efficient ways to deliver their services (Henczel, 2002).

Benchmarking is the process of identifying, sharing and using local services, knowledge and practices, and then comparing against known best practices or the best in the field in order to determine and prioritize the areas that require improvement (Tardugno, DiPasquale, & Matthews, 2000; Jean-Luc Maire, 2002). This comparison can be executed internally when performances between institutional units are considered, or externally when different institutions’ data are benchmarked. According to Forbes Gibb, Steven Buchanan, and Sameer Shah (2006), there are three main areas where benchmarking can be applied: performance, strategic and processes. Performance benchmarking relates to the comparison of outcomes or performance metrics among organizations, such as elements of price, speed, and reliability. Strategic benchmarking is focused on the understanding of strategic issues, on how successful enterprises are, and on the characteristics which contribute to or inhibit their success. Finally, process benchmarking uses process performance information to identify efficiency and effectiveness of processes and their corresponding workflow.

In particular, in the library sector, process benchmarking is used to compare the daily activities operations of libraries, and to determine existing differences and opportunities. This helps librarians to measure process workflows, as well as to ensure that libraries and their staff remain on the cutting edge of their profession. Process benchmarking is also useful to improve efficiency, effectiveness and competitiveness of libraries (Pauline Nicholas, 2010). In fact, libraries in many developed countries share statistical data regarding their processes and services in a regular basis. The results of this collaboration have been phenomenal as the strategic information gathered is used to demonstrate to top management that their performance is good or better than similar libraries, or conversely that they require a higher level of support from the mother institution to perform as well as others (Henczel, 2006).

Benchmarking studies, in general, utilize traditional metrics based on transactional aggregates, such as cost per set up, sales growth, and average order size (Anderson, 2006). However, as Steven R. Anderson (2006) indicates, the difficulty with these high level metrics is that they often fail to identify the true problem. Therefore, the combination of benchmarking analyses with internal understanding of performance drivers may allow for even greater efficiency and more accurate results. In this article we argue that Time-Driven Activity-Based Costing (TDABC) can be a useful tool to provide the internal understanding that benchmarking studies require. TDABC is a cost management technique developed by Kaplan and Anderson to overcome difficulties presented by previous costing systems such as traditional costing and activity-based costing methods (Kaplan & Anderson, 2007a; Siguenza-Guzman, Van den Abbeelee, Vandewalle, Verhaaren, & Catryssse, 2013). TDABC assigns resource costs directly to the cost objects using a fast and simple framework that only requires the unit cost of supplying resource capacity, and an estimation of the time required to perform an activity (Kaplan & Anderson, 2007b). The literature on TDABC outlines the following advantages: the ease and speed of building accurate costing models; the possibility of using multiple drivers; the good estimation of resource consumption and capacity utilization; the versatility and modularity to maintain and build inexpensive costing models; and the possibility of using TDABC in a predictive manner (Siguenza-Guzman et al., 2013). Besides these advantages and benefits, combining TDABC with other tools allows institutions for even greater improvement opportunities and results. Lorena Siguenza-Guzman, Alexandra Van den Abbeelee, Joos Vandewalle,
Henri Verhaaren, and Dirk Cattrysse (2013), for example, summarize five possible combinations: 1) simulation modeling to analyze how to optimize resources since information is entirely composed of real values; 2) benchmarking tools to provide a deeper understanding of root problems such as sources of inefficiency and poor performance; 3) complementary information systems, such as bar codes, RFID technology and time sheets, to improve data accuracy and facilitate data collection; 4) balanced scorecard to facilitate translating strategy into performance measures, and to provide actionable performance measures for the balance scorecard; and 5) total quality management to help managers to identify non-value added activities.

By combining benchmarking with TDABC models, institutions can improve their performance "learning from others", by means of comparing their processes, under the premise that most of these processes are common across multiple institutions (Kaplan and Anderson, 2007b). Besides, this combination allows comparing time equations and costs within different institution locations, such as departments and branches. Anderson (2006) analyzes this combination by illustrating how three companies in different sectors: distribution, banking and retail, use time-driven benchmarking models. According to this author, TDABC does not replace traditional benchmarking methodologies; rather, it enhances them. In fact, unlike traditional benchmarking that only reports macro results, TDABC isolates process differences to uncover root causes. In addition, a case study by Patricia Everaert, Werner Bruggeman, Gerrit Sarens, Steven R. Anderson, and Yves Levant (2008) in the logistic industry, shows how an internal benchmarking was performed in four warehouses to positively identify inefficiencies and synergy possibilities. Therefore, according to these previous studies, TDABC seems to offer a quick and inexpensive manner to improve benchmarking models by providing accurate and detailed information of sources of inefficiency and poor performance, as well as by helping to understand the impact that capacity utilization has on numbers.

In recent years, quite some research has been published on TDABC in libraries, but all these studies focus on specific library activities such as acquisition (Stouthuyzen, Swiggers, Reheul, & Roodhooft, 2010; Kont, 2014), cataloging (Kont, 2013; Siguenza-Guzman, Van den Abbeele, & Cattrysse 2014), circulation (Siguenza-Guzman, Van den Abbeele, Vandewalle, Verhaaren, & Cattrysse, 2014), and inter-library loan (ILL) (Pernot, Roodhooft, & Van den Abbeele, 2007). To our knowledge, no study has been published using TDABC to benchmark different library activities across several libraries. The aim of this article is therefore two-fold: (1) we analyze whether TDABC can be used to enhance process benchmarking in libraries, by means of the identification of "best practices" and opportunities for micro improvements; and (2) we provide more detailed insight on different library activities by using TDABC in academic libraries. The remainder of the article is as follows.

Firstly, the different steps involved in implementing TDABC in two academic libraries in Belgium are explained. Secondly, the workflow of ten library processes (see Table 5.1) covering the four main library functions, namely, acquisition, cataloging, circulation and document delivery, are compared and analyzed based on the TDABC results. A special focus is given to them, as they are the main processes performed in most libraries, independent of their size or type. Next, processes and performance improvements that can be mirrored in the library time and costs are reported and discussed. The article ends by providing several conclusions drawn from the comparative study, and by discussing the implications of using TDABC as a Time-Driven model for process benchmarking in libraries.

5.2 Research methodology

For this comparative case study, we selected two Belgian academic libraries. Both libraries are dedicated to support education and scientific research in their corresponding universities. Library 1 is considered a medium-sized library that offers information sources on subjects of science, engineering and technology. This library offers extended opening hours for students, an electronic library that can be consulted at individual workplaces and facilities for guided self-education. Its services are handled by approximately 20.5 full-time equivalent employees (FTE). Library 2 is a small-sized faculty library, handled by approximately 8 FTE that serves the Faculties of Medicine,
Health and Pharmaceutical Sciences. Despite their differences in size, these two libraries were chosen because both libraries provide comparable services and have similar levels of automation.

Table 5.1: Processes to be analyzed using TDABC

<table>
<thead>
<tr>
<th>Function</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquisition</td>
<td>Books acquisition</td>
</tr>
<tr>
<td></td>
<td>Journals acquisition</td>
</tr>
<tr>
<td>Cataloging</td>
<td>Original cataloging</td>
</tr>
<tr>
<td></td>
<td>Copy cataloging</td>
</tr>
<tr>
<td>Circulation</td>
<td>Lending items</td>
</tr>
<tr>
<td></td>
<td>Returning items</td>
</tr>
<tr>
<td>Document Delivery</td>
<td>Requesting closed stack items</td>
</tr>
<tr>
<td></td>
<td>ILL Outgoing Request</td>
</tr>
<tr>
<td></td>
<td>ILL Incoming Request – digital items</td>
</tr>
<tr>
<td></td>
<td>ILL Incoming Request – printed items</td>
</tr>
</tbody>
</table>

Data used in this study were collected through qualitative and quantitative methodologies. Qualitative interview data was combined with quantitative data analysis to evaluate the four main traditional library functions: acquisition, cataloging, circulation and document delivery. To calculate the cost of activities through TDABC, the six-step approach, proposed by Everaert et al. (2008), was followed. That is: 1) identifying resource groups; 2) estimating the total cost of each resource group; 3) estimating the practical time capacity of each resource group; 4) calculating the unit cost of each resource group; 5) determining the estimated time for each activity; and 6) multiplying the unit cost of each resource group by the estimated time for the activity.

To identify resource groups involved in each process, we conducted several rounds of interviews. We started the interviews with a discussion with the library manager, and then moved to a more detailed level by conducting interviews with all the employees of the library. Several resource costs were identified, including salaries, general overhead, subscription licenses, and equipment maintenance. After collecting this information in both libraries, ten common processes were identified and categorized based on their corresponding function as shown in Table 5.1.

Resource costs were first provided by accountants and managers who obtained data through the library information system (LIS). The costs were divided in two categories: direct and indirect. On the one hand, direct costs included salary of staff and student library employees - SLE (i.e. students hired to perform secondary activities), and maintenance cost of computers and radio frequency identification (RFID) systems. The latter refers to the self-scanning technology used to automate lending and returning processes. Besides the maintenance of RFID systems, it is important to consider the cost of the RFID tags that are the heart of a library RFID scheme. On the other hand, indirect costs included stationery, electricity, support, telephone, training, and other items used indirectly to perform an activity (Vazakidis & Karagiannis, 2009). At this point, our study revealed that both libraries had different resource costs such as wages and LIS subscription costs, complicating the process of benchmarking based on cost indicators. Therefore, an assumption was made for the sake of this study: the same resource costs were incurred in the two libraries. Although in principle this seems invalid for benchmarking purposes, the cost difference is still given based on the different resource types utilized. For instance, one library can be more efficient in terms of time because they employ highly qualified people and maybe the other library is less efficient because they use SLEs without enough experience. Consequently, original resource costs
were discarded and standardized by acquiring cost data from the Association of Research Libraries (ARL) statistics. ARL Statistics\(^6\) is a series of annual publications focused on describing and measuring the performance of ARL member libraries about their collections, expenditures, staffing and service activities. The cost data, such as salaries, general overhead and maintenance of technological equipment, were obtained from ARL statistics 2011-2012, and then converted from US dollar to euro equivalents at the exchange rate of that time period from x-rates.com (USD to EUR in 2011-2012=1.34). The period 2011-2012 was utilized since observations and interviews were performed in this time period.

The practical capacity of each resource group was then calculated by assuming an 80% of theoretical time capacity for people and 85% for machines (Kaplan & Anderson, 2007b). For staff capacity, 38 hours per week were accounted as theoretical time capacity. This results in a practical capacity of 30.4 hours per week (staff practical capacity = 38 \* 80%), 1,824 minutes per day, 7,904 minutes per month, or 94,848 minutes per year. In the case of the machines, the theoretical time capacity was set equal to the time in which the libraries are open. Because library 1 and library 2 have different opening hours (69 and 63 hours respectively), the average time of 66 hours per week was defined as theoretical time capacity. Assuming 52 weeks per year, the practical capacity for machines is 175,032 min/year \(\left(85\% \times 66\text{ hours}\text{ week} \times 60\text{ min}\text{ hour} \times 52\text{ weeks}\right)\).

Once the practical capacity was obtained, the cost per unit time was calculated by dividing the total cost of the resource by the practical capacity. An overview of the resulting costs is shown in Table 5.2.

**Table 5.2:** Costs involved in the analysis

<table>
<thead>
<tr>
<th>Resource group</th>
<th>Cost per minute (€/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Librarian</td>
<td>0.59</td>
</tr>
<tr>
<td>Acquisition</td>
<td>0.71</td>
</tr>
<tr>
<td>Cataloging</td>
<td>0.72</td>
</tr>
<tr>
<td>Student library employee (SLE)</td>
<td>0.42</td>
</tr>
<tr>
<td>Library management system (LMS)</td>
<td>0.10</td>
</tr>
<tr>
<td>Computer maintenance</td>
<td>0.05</td>
</tr>
<tr>
<td>RFID labels</td>
<td>0.30</td>
</tr>
<tr>
<td>RFID maintenance</td>
<td>0.07</td>
</tr>
<tr>
<td>General overhead</td>
<td>0.10*</td>
</tr>
</tbody>
</table>

* General overhead is already incorporated to the resource groups corresponding to staff

Next, the required time to perform an activity was gathered through direct observation. Multiple observations were carried out for this data collection, using a stopwatch during several days at different hours in order to avoid possible biases (Siguenza-Guzman, Van den Abbeele, et al., 2014). Based on their average values, time equations were calculated for each activity. In order to standardize the procedures and time equations, activities were grouped and organized based on the core activities that any library performs in a process.

Eventually, costs were calculated for the activities by multiplying the unit cost per time of the resources by the estimated time required to perform the activity, and the total cost of each process was computed by summing up all activity costs.

\(^6\)http://www.arl.org/stats/annualsurveys/arlstats/index.shtml
5.3 Results

5.3.1 Acquisition

The acquisition department is responsible for selecting, requesting, ordering, purchasing and receiving new library materials and resources. It may also be in charge of budgeting and negotiating with publishers, dealers, or vendors, in order to obtain the items in the most economical and expeditious manner (Reitz, 2004). In acquisition processes, a distinction between books and journals is important because in some cases, these processes may involve different responsible actors, as well as different information may be entered into the system.

5.3.1.1 Acquisition of books

The process normally starts with a selection of new books performed by a specific person or department, such as the library director and the cataloging department. This acquisition order is received by the acquirer to be entered into the system. Next, the acquirer checks the request and prepares the order with basic information about the requested items. The acquisition order is sent to suppliers who in turn, send a reply confirming or denying the transaction. If the ordered books are available from suppliers, a package containing the invoice and the items is sent to the library. The acquirer receives the package, checks its content and completes the order in the system. Eventually, the invoice is sent to the financial department for its payment. The total costs of book acquisition in library 1 and 2 are presented in Table 5.3 and Table 5.4 respectively.

Tables 5.3–5.4 present the costs incurred and the time required to acquire a book in library 1 and library 2. The first column lists the standard activities identified in the process, while the second column indicates all the particular activities performed in the process by each library. The third column shows the average time per activity and the fourth column contains the cumulative time per standard activity. The fifth column indicates the accumulated costs of each resource group, the sixth column calculates the resulting cost incurred in the activity, and the last column shows the resulting cost per standard activity. Analysis of the resulting tables is provided in the discussion section.

5.3.1.2 Acquisition of journals

Similar to the above process, journal acquisition starts by selecting and then requesting new journals to suppliers. In contrast to book acquisition, the standard activities of selection, request, order and purchase occur only occasionally because libraries normally manage annual journal subscriptions. Nevertheless, libraries are constantly tracking and receiving journal issues. Table D.1 and Table D.2 in the Appendix D show the total costs and time incurred by libraries 1 and 2 respectively.

5.3.2 Cataloging

The cataloging department is responsible for producing bibliographical descriptions, subject analysis, and classification of books and other types of documents acquired by a library (Reitz, 2004). This unit is also responsible for physically preparing items for the shelves (Reitz, 2004). Cataloging processes can be divided in two categories: original and copy cataloging. The former refers to creating a new record from scratch, while the latter entails to adapting a pre-existing bibliographic record to the characteristics of the item in hand (Reitz, 2004). A standard cataloging process can be subdivided into 4 standard activities: searching, processing, labeling and shelving.
Table 5.3: Books acquisition process cost table (Library 1)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity(€)</th>
<th>Cost per standard activity(€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selecting</td>
<td>Selecting books</td>
<td>0.95</td>
<td>1.60</td>
<td>0.86</td>
<td>0.82</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>Check on the system</td>
<td>0.26</td>
<td></td>
<td>0.85</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Check the bib description</td>
<td>0.39</td>
<td></td>
<td>0.85</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Requesting the book</td>
<td>Order with the bib description</td>
<td>0.52</td>
<td>2.09</td>
<td>0.85</td>
<td>0.44</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td>Put the order on the request</td>
<td>1.03</td>
<td></td>
<td>0.85</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prepare the order</td>
<td>0.33</td>
<td></td>
<td>0.85</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Generate a request report</td>
<td>0.21</td>
<td></td>
<td>0.85</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>Ordering</td>
<td>Make order to the suppliers</td>
<td>0.22</td>
<td>0.86</td>
<td>0.75</td>
<td>0.17</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Safe the orders online - folder</td>
<td>0.22</td>
<td></td>
<td>0.75</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Read the confirmation</td>
<td>0.42</td>
<td></td>
<td>0.75</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>Purchasing</td>
<td>Register invoice in LMS</td>
<td>1.01</td>
<td>4.00</td>
<td>0.85</td>
<td>0.96</td>
<td>3.17</td>
</tr>
<tr>
<td></td>
<td>Pick up the invoice report</td>
<td>1.43</td>
<td></td>
<td>0.85</td>
<td>1.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Put invoice in delivery room</td>
<td>1.56</td>
<td></td>
<td>0.70</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>Receiving books</td>
<td>Check content of the package</td>
<td>1.85</td>
<td>4.85</td>
<td>0.70</td>
<td>1.30</td>
<td>3.61</td>
</tr>
<tr>
<td></td>
<td>Register book in LMS</td>
<td>1.44</td>
<td></td>
<td>0.85</td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Put the book in delivery room</td>
<td>1.56</td>
<td></td>
<td>0.70</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>13.40</strong></td>
<td><strong>€ 10.57</strong></td>
</tr>
</tbody>
</table>

* 0.86 = Cataloger + LMS + Computers
1 0.85 = Acquirer + Computers + LMS
2 0.75 = Acquirer + Computers
3 0.70 = Acquirer

Table 5.4: Books acquisition process cost table (Library 2)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity(€)</th>
<th>Cost per standard activity(€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selecting</td>
<td>Send acquisition order</td>
<td>1.00</td>
<td>1.33</td>
<td>1.79</td>
<td>1.79</td>
<td>2.03</td>
</tr>
<tr>
<td></td>
<td>Check the order</td>
<td>0.33</td>
<td></td>
<td>0.70</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Requesting the book</td>
<td>Send e-mail order to bookstore</td>
<td>3.00</td>
<td>3.25</td>
<td>0.75</td>
<td>2.26</td>
<td>2.45</td>
</tr>
<tr>
<td></td>
<td>Read the positive reply</td>
<td>0.25</td>
<td></td>
<td>0.75</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>Ordering</td>
<td>Make the order</td>
<td>3.67</td>
<td>4.50</td>
<td>0.85</td>
<td>3.11</td>
<td>3.82</td>
</tr>
<tr>
<td></td>
<td>Approve the order</td>
<td>0.83</td>
<td></td>
<td>0.85</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>Purchasing</td>
<td>Receive book &amp; invoice</td>
<td>0.75</td>
<td>5.00</td>
<td>0.70</td>
<td>0.53</td>
<td>3.86</td>
</tr>
<tr>
<td></td>
<td>Register the invoice</td>
<td>2.42</td>
<td></td>
<td>0.85</td>
<td>2.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Send invoice to Financial Department</td>
<td>1.83</td>
<td></td>
<td>0.70</td>
<td>1.28</td>
<td></td>
</tr>
<tr>
<td>Receiving books</td>
<td>Check books</td>
<td>4.00</td>
<td>4.25</td>
<td>1.74</td>
<td>6.97</td>
<td>7.41</td>
</tr>
<tr>
<td></td>
<td>Fill approval form</td>
<td>0.25</td>
<td></td>
<td>1.74</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>18.33</strong></td>
<td><strong>€ 19.57</strong></td>
</tr>
</tbody>
</table>

* 1.79 = Director + Computers
1 0.70 = Acquirer
2 0.75 = Acquirer + Computers
3 0.85 = Acquirer + Computers + LMS
4 1.74 = Director
5.3.2.1 **Original Cataloging**

The process starts by searching the item on the library management system (LMS) in order to verify whether a similar record is already present in the database. If the item and record do not appear to match, the cataloger creates a new record which includes the bibliographic, holding and item description. Once the new record is stored in the database, the cataloger sticks labels to the item such as barcodes, RFIDs and stamps. Finally, the item is placed on the corresponding shelf or stack. The total costs of original cataloging processes in libraries 1 and 2 are presented in Table D.3 and Table D.4 respectively in Appendix D.

5.3.2.2 **Copy Cataloging**

In contrast to the above process, the cataloger finds a record that appears to match with the item. The cataloger validates and modifies the bibliographic description and then creates a new holding and item description. Labeling and shelving are similar to the original cataloging process. Table D.5 and Table D.6 show the total costs and time incurred in the copy cataloging process by libraries 1 and 2 respectively in Appendix D.

5.3.3 **Circulation**

The circulation unit is the service point where books and other materials are checked in and out of the library (Reitz, 2004). In addition to providing lending services, the circulation desk offers other specific services to users such as serials desk, ILL, basic search and reference services (Reitz, 2004). For the sake of process benchmarking, fines and reservation services are excluded as standard activities, since one of the two libraries does not offer such services (Budanov & Kavanozis, 2010).

5.3.3.1 **Lending Process**

A standard lending process can be subdivided in two main activities: searching and borrowing. A lending process starts with a user searching for an item on the library catalog. If an item appears to match with the information required, the user goes to the corresponding shelf and takes the item. The library user then goes to the circulation desk, places the item on the self-checkout machine, and performs the lending transaction. Finally, the library user prints a receipt which includes details of the borrowed items. The total costs of lending processes in libraries 1 and 2 are presented in Table D.7 and Table D.8 respectively in Appendix D.

5.3.3.2 **Returning Process**

In libraries, returning is the process of a user taking previously borrowed items back to the library. This process can be subdivided in three main activities: returning, classifying and shelving. The returning process is initiated by a user placing an item in the self-check machine and then printing the receipt as proof of returning. Next, the item is classified and re-shelved to the corresponding place. In Appendix D, Table D.9 and Table D.10 show the costs and time incurred in the returning process by libraries 1 and 2 respectively.

5.3.4 **Document Delivery**

Document delivery is the section responsible for the provision and delivery of books and other materials (physical and digital), usually for a fixed fee upon request (Reitz, 2004). The user normally requires picking up the printed material at the library, but electronic full-text may be
forwarded via e-mail. In this benchmarking study, three specific services are analyzed: requesting closed stack items, ILL outgoing request, and ILL incoming request.

5.3.4.1 Requesting closed stack items

Closed stack items are low-use titles and older library materials kept in storage areas inaccessible to users, in order to protect the collection or conserve space (Reitz, 2004). The process starts with a user searching on the library catalog and then requesting the item to circulation desk. Next, the librarian responsible collects the request, and goes to the closed stack to retrieve the item. The user receives the item from the circulation desk for its consultation. The process ends by returning the item to the circulation desk that in turn will re-shelve the item. A requesting closed stack item process can be subdivided into five main standard activities: searching, requesting, retrieving, delivering and shelving. In Appendix D, Table D.11 and Table D.12 show the total costs and time incurred in requesting closed stack items by libraries 1 and 2 respectively.

5.3.4.2 ILL outgoing request

Interlibrary loan is a service provided when items required by a user are unavailable in the library collection; users may request them from another library by filling out an interlibrary loan request (Reitz, 2004). ILL can be classified in two categories: outgoing requests and incoming requests (Pernot et al., 2007). The former refers to a library that requests and receives items from another library, while the latter refers to a library that receives requests and lends items to other libraries. ILL outgoing request can be subdivided in three main activities, namely ordering, receiving and delivering. The process is initiated by receiving and processing an ILL request from a user. The ILL responsible looks for a library possessing the requested item and orders it. Finally, the ILL responsible receives the item from the other library, and delivers the item to the user. Table D.13 and Table D.14 in the Appendix D show the cost table of the ILL outgoing requests by libraries 1 and 2 respectively. In this study, we focus on physical and digital journals since more than 90% of the ILL requests in both libraries are journals.

5.3.4.3 ILL incoming request

A standard ILL incoming request can be subdivided into four activities: requesting, retrieving, delivering and charging. Similar to outgoing request, ILL incoming request starts by receiving and processing an ILL request from another library. At this point, it is important to distinguish digital and printed articles because their delivery is substantially different. For a digital item, the ILL responsible searches the item online, sends the digital version to the customer and charges the transaction. Table D.15 and Table D.16 in Appendix D show the cost table of the ILL incoming requests for printed items by libraries 1 and 2 respectively. Unlike digital materials, printed items are retrieved from the physical shelves, digitized and posted into the ILL system. Finally, the ILL responsible fills the price and closes the request as in the digital version. Table D.17 and Table D.18, provided in Appendix D, show the cost table of the ILL incoming requests for printed items by libraries 1 and 2 respectively.

5.3.5 Overview

Table 5.5 gives an overview of the benchmarking process that includes the total cost in euros and time in minutes of the different library processes of library 1 and library 2.

Based on the number of monthly repetitions, total time and costs per process are calculated. These monthly individual values are transformed into percentages of overall total time and cost.
respectively in order to identify the processes that consume the majority of the library’s time and resources cost. Figure 5.1 and Figure 5.2 illustrate the percentage of monthly time and cost consumed per process respectively.

Table 5.5: TDABC Cost Benchmarks between library 1 and library 2

<table>
<thead>
<tr>
<th>Function</th>
<th>Process</th>
<th>Library 1</th>
<th>Library 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (min)</td>
<td>Cost (€)</td>
<td>Time (min)</td>
</tr>
<tr>
<td>Acquisition</td>
<td>Books acquisition</td>
<td>13.40</td>
<td>10.57</td>
</tr>
<tr>
<td></td>
<td>Journals acquisition</td>
<td>13.01</td>
<td>10.13</td>
</tr>
<tr>
<td>Cataloging</td>
<td>Original cataloging</td>
<td>10.81</td>
<td>8.96</td>
</tr>
<tr>
<td></td>
<td>Copy cataloging</td>
<td>7.89</td>
<td>6.46</td>
</tr>
<tr>
<td>Circulation</td>
<td>Lending items</td>
<td>1.85</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>Returning items</td>
<td>1.11</td>
<td>0.31</td>
</tr>
<tr>
<td>Document Delivery</td>
<td>Requesting closed stack items</td>
<td>7.01</td>
<td>3.64</td>
</tr>
<tr>
<td></td>
<td>ILL Outgoing Request</td>
<td>10.67</td>
<td>8.35</td>
</tr>
<tr>
<td></td>
<td>ILL Incoming Request – digital items</td>
<td>4.05</td>
<td>3.13</td>
</tr>
<tr>
<td></td>
<td>ILL Incoming Request – printed items</td>
<td>11.34</td>
<td>6.23</td>
</tr>
</tbody>
</table>

As can be seen in Figure 5.1, acquisition processes are among the three most time consuming activities in both libraries. The same trend is followed in the cost analysis (Figure 5.2) where these two processes are also among the most costly procedures. In library 1, the third place in both aspects: time and cost is occupied by original cataloging. On the contrary, the second and third place in library 2 with respect to time and cost respectively are occupied by the process of requesting closed stack items; original cataloging in this library is located in the last positions due to its little number of repetitions.

Figure 5.1: Percentage of time monthly consumed per process

<table>
<thead>
<tr>
<th>Library 1</th>
<th>Library 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Books acquisition</td>
<td>34.21%</td>
</tr>
<tr>
<td>Journals acquisition</td>
<td>32.75%</td>
</tr>
<tr>
<td>Original cataloging</td>
<td>13.65%</td>
</tr>
<tr>
<td>ILL incoming request – digital items</td>
<td>4.82%</td>
</tr>
<tr>
<td>Requesting closed stack items</td>
<td>2.37%</td>
</tr>
<tr>
<td>Returning</td>
<td>1.96%</td>
</tr>
<tr>
<td>Lending</td>
<td>1.36%</td>
</tr>
<tr>
<td>ILL Incoming Request – printed items</td>
<td>1.05%</td>
</tr>
<tr>
<td>Copy cataloging</td>
<td>0.95%</td>
</tr>
</tbody>
</table>

Figure 5.2: Percentage of cost monthly consumed per process
5.4 Discussion

A total of 10 processes were analyzed. On the basis of cost and time indicators, radar charts as shown in Figure 5.3(a) and Figure 5.3(b) are used to benchmark the different processes. These charts are very graphical in nature, making them easy to understand and capable of showing multiple dimensions simultaneously. In these two figures, two points are of interest: radar shape and library process comparison. Figure 5.3(a) shows the application of time comparison of the different processes. The original resulting time is standardized to a common interval scale with values between 0 and 1; therefore, a value close to "0" proportionally means a minor time consumed by a process, while a value close to "1" means a major time consumed by that process. Regarding the radar shape, library 1 displays a relatively balanced configuration. Both libraries perform equally well in terms of circulation processes and the ILL incoming request process for digital items, and underperform in terms of acquisition processes. This is not surprising since in both libraries, circulation processes are almost fully automated, while acquisition processes are mostly manual intensive. According to the process comparison, library 1 outperforms library 2 in 6 out of 10 processes, except in lending and ILL processes. An interesting point is the greatest divergence between library 1 and library 2 that can be seen with respect to the acquisition processes and the process of requesting closed stack items. Library 1 outperforms library 2 in more than 20% of three library processes: requesting closed stack items and acquisition of books and journals. The suboptimal performance of library 2 is the result of less efficient software, location of the closed stack collection, and a lack of specialized staff (more explanation is provided below). An additional highlight in this study is the time convergence of both libraries with respect to original cataloging, circulation processes and ILL processes. This is mainly due to the level of automation in circulation processes and the use of digital resources for the ILL services.

Figure 5.3: Process comparison based on time and cost indicators: (a) Time and (b) Cost

Figure 5.3(b) presents the same exercise, but for cost comparison. As can be seen in this figure, library 1 has the smallest overall surface, and thus has better performance than library 2. This is a consequence of library 1 outperforming library 2 in three specific processes: requesting closed stack items and especially in acquisition processes in more than 40%. One main aspect that contributes to the better results of library 1 in acquisition of books and journals in terms of cost efficiency is the minimal involvement of the library director in these activities\(^7\). On the contrary, an interesting point is the "dead heat" of these two libraries with respect to three processes, that is, copy cataloging, lending and ILL incoming request for digital items.

\(^7\) These activities are delegated to other academic responsible from various institutional departments.
Based on the radar analysis shown in Figure 5.3, three specific processes with major divergences in time and cost are selected to be deeply investigated. These are the acquisition process of books and journals, and the process of requesting closed stack items.

### 5.4.1 Book acquisition process

According to the results of the book acquisition process, costs in library 2 are 37% more costly than in library 1 and 85% more time-consuming. This mainly occurs, as shown in Figure 5.4, as result of a more elaborated and labored ordering and purchasing procedure. As can be seen in Table 5.3, Library 1 has the lowest unit cost, €10.57, to acquire one book. If library 2 with a unit cost of €19.57 for book acquisition (Table 5.4) wishes to be equally efficient in this service, it must reduce €9 to its unit cost. At first glance, library 1 may be seen as the model to follow in order to employ its best practices; however, this initial argument ignores specific details. For instance, although library 1 significantly outperforms library 2 in this process, two out of five activities are less time-consuming in library 2 because of a more simplified selecting and receiving procedure (one step less). Likewise, although the receiving books activity in library 1 is more time-consuming, the costs are more than double in library 2. This situation is due to the participation of the library director in these activities. Thus, this analysis just shows that both libraries have a lot to learn from each other.

![Figure 5.4: Book acquisition process comparison based on time and cost indicators](image)

### 5.4.2 Journal acquisition process

Journal acquisition in library 2 is 83% more costly than library 1 and 57% more time-consuming. Even though library 2 is much more efficient in the purchasing activity (about 68%), a big difference can be observed in the receiving materials task, as shown in Figure 5.5, since library 2 requires nearly eight times more to register journal information in the LMS. This situation is caused by a more time-consuming software system and the lack of experience and expertise of the current responsible in these activities. Another important factor regarding time in library 2 is that it requires more logins and connections to the different library systems involved in the processes in
comparison to library 1. In addition, the library director of library 2 is involved in the receiving materials task, and in so doing, this task is dominant in terms of cost; this situation also holds for the books acquisition. In fact, in the book acquisition process, making an order in library 2 is much more complicated than in library 1; this situation makes the ordering activity to be the most time-consuming.

Figure 5.5: Journal acquisition process comparison based on time and cost indicators

5.4.3 Requesting closed stack items process

For the requesting closed stack items process, library 1 is clearly more efficient than library 2. Library 1 is twice efficient in terms of time and cost than library 2. The retrieving activity in library 2 represents more than half of the full time and cost (see Figure 5.6). Firstly, library 1, in the retrieving activity, performs the get item from the stack activity more than 4 minutes faster than library 2. This is mainly because in library 2, the closed stack collection is located about 40m away from the library entrance. Therefore, circulation staff spends a considerable amount of time going to this place, picking up the journal, and returning to the library. Moreover, library 2 has no employee strictly dedicated to closed stack activities as in library 1. Secondly, the shelving activity in library 1 is also performed 3 minutes faster than in library 2 due to the use of a sophisticated check-in system to pre-classify the items. Therefore, cheaper and simple attempts to reduce drastically this divergence can be made by incorporating batch practices in the logistic activities, such as retrieving and shelving.

On the contrary, just as the acquisition processes, even though library 1 seems to outperform significantly library 2, only two out of five activities are less costly and time-consuming in library 1. In fact, library 2 outperforms library 1 in both searching and requesting activities in more than 45% in terms of both time and cost. The principal reason of underperformance is primarily due to some non-value adding activities that library 1 has within this process, such as printing and handling the request form.
As libraries readapt to meet the challenges of the current competitive and dynamic environment, the level of organizational complexity increases tremendously. This complexity comes in the form of retooling traditional services, creating new services, as well as shrinking budgets. In this challenging environment, measuring library performance cannot longer be done by looking only at overall analyses and outcomes. Benchmarking libraries provides real evidence that additional resources, technological and logistic changes, or support for infrastructure are needed. Internal benchmarking can be potentially used to better manage local processes by measuring and tracking their changes, to justify allocation and prioritization decisions, and to enable assessment activities.

This study has focused on developing a TDABC model for two Belgian libraries, with regard to four main library functions: acquisition, cataloging, circulation and document delivery. One of the most significant gains from this study is to evidence that TDABC makes available information about the costs of providing services, and disaggregates their corresponding causes. TDABC not only provides library managers with holistic information to make sounded decisions concerning the optimal resource allocation, but also provides managers with enough tools and strategic information to agilely identify improvement opportunities. In this article, the processes of library 1 and library 2 are compared in time and cost by means of TDABC analyses in order to highlight the best practices of both libraries. In the absence of TDABC analysis, the manager of library 1 can wrongly assume that in overall macro results, this library outperforms library 2 in all aspects, and that nothing needs to be changed in its processes. However, this study illustrates how both libraries have to learn from each other if wheels are not to be reinvented on both sides. Thus, mutually beneficial ways of improving library performance can be found through this type of comparison. Library 1, for instance, should focus on improving the scanning equipment for the ILL services, and eliminating the non-value-added steps coming from old (“legacy”) procedures, such as printing and storing request forms. On the contrary, library 2 should focus on facilitating data entry into the LIS, relocating the closed stack collection, and delegating more responsibilities to low-wage employees like library assistants or students.
In addition, Time-Driven benchmarking provides strategic information to justify changes to superiors and staff in a good way and to make them much more aware of the outcomes and challenges that may occur during a change process. This benchmarking enhancement encourages paying more attention to reducing costs and trying to accomplish outcomes with fewer demands on library resources. It encourages rethinking roles, rules and activities across the library workflow without spending time on problems that have already been solved by exchanging knowhow among libraries. Time-Driven benchmarking helps to rethink how the time is spent within library processes, improve or streamline processes, reduce variability and standardize workflows.

Despite positive implications and results, some limitations of this study deserve consideration. First, although process improvements can be identified throughout comparative analysis, in some cases, certain aspects such as physical infrastructure and transportation distances cannot be easily changed or adapted. Second, even though both libraries provide comparable services and have similar levels of automation, each library may have different priorities. For instance, library 1 may emphasize quality in original cataloging, whereas library 2 focuses on fast copy cataloging or any other digital service.
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PART III

Data Storage
Chapter 6: Integrated Decision-Support

System for library holistic evaluation


The third part of this dissertation, Data Storage, starts in this chapter with the analysis and design of an integrated decision support system based on data warehouse techniques for an academic library. The holistic approach described in Chapter 2 is used for data collection. Based on this mentioned approach, a set of queries of interest is described. Then, relevant data sources, formats, and connectivity requirements for a particular case study are identified. Next, data warehouse architecture is proposed to integrate, process, and store the collected data transparently. Eventually, the stored data are analyzed through reporting techniques, specifically on-line analytical processing tools.

Apart from typographical adjustments, the content of this chapter is identical to the content of the published paper quoted above; where necessary, additional information or remarks are added in footnotes. The layout is adapted for consistency throughout this dissertation. Some redundancy with other chapters is unavoidable as an academic article needs its own introductory sections. This, however, entails the advantage that the chapter can be read separately.

Abstract

The decision-making process in academic libraries is paramount, however, also highly complicated, due to the large number of data sources, processes, and high volumes of data to be analyzed. Academic libraries are accustomed to producing and gathering a vast amount of statistics about their collection and services. Typical data sources include integrated library systems, library portals and online catalogs, systems of consortiums, quality surveys, and university management. Unfortunately, these heterogeneous data sources are only partially used for decision-making processes due to the wide variety of formats, standards and technologies, as well as the lack of efficient methods of integration. This article presents the analysis and design of an integrated decision support system for an academic library. Firstly, a holistic approach documented in a previous study is used for data collection. This holistic approach incorporates key elements including process analysis, quality estimation, information relevance and user interaction that may influence a library's decision. Based on the mentioned approach above, this study defines a set of queries of interest to be issued against the integrated system proposed. Then, relevant data sources, formats and connectivity requirements for a particular example are identified. Next, data warehouse architecture is proposed to integrate, process, and store the collected data transparently. Eventually, the stored data are analyzed through reporting techniques such as on-line analytical processing tools. By doing so, the article provides the design of an integrated solution that assists library managers to make tactical decisions about the optimal use and leverage of their resources and services.

Contributions of the first author

The first author's contributions are: the introduction to the topic, research methodology, decision support architecture and conclusions.
6.1 Introduction

In a rapidly changing information environment characterized by the growing presence of e-content, emergence of new technologies, large amounts of data, and continuous diversification in user needs, knowledge management (KM) has become a powerful tool to promote innovation and to enable reengineering for library processes and services (ACRL Research Planning and Review Committee, 2010; Shanhong, 2002). At present, libraries can use KM as a way to expand their role in areas where they have had little impact, such as financial decisions and strategic decision-making (Townley, 2001). Although, the role of KM as a decision-making support tool has been well-documented in private sector organizations (Holsapple, 2001; Nicolas, 2004), its application in public sector institutions including universities, hospitals, and libraries remains immature (Tofan, Galster, & Avgeriou, 2013).

Knowledge-based Decision Support Systems (DSS) provide important information to analyze situations or conditions that impact operations and to make better and faster decisions (Poe, Brobst, & Klauer, 1997). In the case of libraries, several DSS have been documented; however, most of them mainly focus on specific areas such as budget allocation for physical and digital collections. Nevertheless, only a few studies are known to integrate other aspects such as: human resources, technological infrastructure, services, and library usage. The purpose of this article is to present the analysis and design of an integrated DSS (iDSS), which includes the aforementioned aspects based on Data Warehouse (DW) techniques for libraries. The remainder of the article is organized as follows. First, a description of the utilized holistic library analysis is briefly described. Then, the research methodology is outlined. Next, the design of an integrated DSS based on DW techniques is presented through a case study, and examples of the final result are reported. Finally, conclusions and future research directions are given in the last section.

6.2 Data collection through a holistic perspective

Implementing iDSS in libraries faces multiple challenges due to the high number of data sources, formats, and large volumes of data to be processed. In this context, Scott Nicholson (2004) proposes a theoretical framework that supports libraries gaining a thorough and holistic understanding of their users and services. Nicholson proposes a two-dimension matrix that evaluates libraries based on their library system and collection from internal and external perspectives. Due to the ease of understanding, completeness, as well as applicability to both physical and digital library resources, Lorena Siguenza-Guzman, Alexandra Van den Abbeele, Joos Vandewalle, Henri Verhaaren, and Dirk Cattrysse (2015) adopted the framework as its basis to propose an architecture and an integrated set of tools to holistically assess libraries (see Figure 6.1). An example of this framework implementation is presented in a previous case study (Siguenza-Guzman et al., 2013). By describing initial implementation stages, the authors probe the practical validity of the proposed holistic approach; however, the need of an iDSS to collect strategic information is strongly recommended.

<table>
<thead>
<tr>
<th>Internal Perspective (Library)</th>
<th>Service Analysis</th>
<th>Usage analysis</th>
<th>Library System</th>
<th>Library Collection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Processes, Time, Resources, Service Costs</td>
<td>Implicit and explicit data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>External Perspective (Users)</td>
<td>Quality analysis</td>
<td>Collection analysis</td>
<td>Statistics gathering, Suggestion boxes, Usability testing, Satisfaction surveys</td>
<td>Citation patterns, Publishing patterns, Journals downloaded, and Journal's impact factor</td>
</tr>
</tbody>
</table>

Figure 6.1: Methodologies proposed for the economic evaluation of libraries through a holistic approach (Siguenza-Guzman et al., 2015)
The main characteristics of each quadrant and the methodologies proposed by Nicholson (2004) and Siguenza-Guzman et al. (2015) are the following.

1. **Internal perspective of the library system – Cost analysis processes**: costs and resources of library processes and services are analyzed. The authors describe three available methodologies: traditional costing system, activity-based costing system, and time-driven activity-based costing; recommending the last.

2. **External perspective of the library system – Quality**: quality of library processes and services are assessed by users. Siguenza-Guzman et al. recommend the use of at least one of the following methods: statistics gathering, suggestion boxes, Web usability testing, user interface usability, and satisfaction surveys.

3. **External perspective of the library collection – Bibliometrics**: the impact of the current library collection on its users is evaluated. The authors propose combining three methods: citation analysis, vendor-supplied statistics, and citation databases.

4. **Internal perspective of the library collection – Log analysis**: this quadrant analyzes usage patterns followed to manipulate the library system. Siguenza-Guzman et al. suggest the use of log analysis methods such as transaction and deep log analysis.

### 6.3 Research methodology

A successful approach for creating an iDSS based on DW techniques includes much more than the design process. Several decisions must be made, such as the DW data architecture to be used, data sources to be consulted, and the data integration scheme to be utilized. Thus, an adequate selection of methodology and technological tools for the construction of a DW will be instrumental in ensuring a successful implementation.

There are reasonably well-established approaches for implementing a DW; however, two classical methods are predominant: Inmon and Kimball. The Inmon methodology, or top-down approach, transfers the information from various Online Transactions Processing (OLTP) systems to a centralized DW, given that the DW has the following classic features: subject-oriented, integrated, time-variant, and nonvolatile (William H. Inmon, 2005). On the other hand, the Kimball methodology, or bottom-up approach, is the union of smaller data marts, where every data mart represents a business process or dimensional mode (Kimball, 2006). A data mart is a subset of the DW based on the same principles but with a more limited scope. After analyzing the Inmon and Kimball methodologies, a hybrid approach that integrates the best of both methodologies is adopted for this study. The DW methodology chosen for the case study implementation is Hefesto. The Hefesto methodology, created by Ricardo D. Bernabeu in 2007, starts by collecting information requirements and needs of the user, followed by the extraction of raw data, the transformation into standard formats, and the loading of the data into the DW database. The Hefesto methodology is characterized by the following features: it is easy, realistic, and simple to understand; it is based on user requirements gathering; it reduces the resistance to change; it uses conceptual and logical models, it can be applied to DW and data marts approaches, and it is independent of technologies, physical structure and life cycle type (Bernabeu, 2010).

Regarding the selection of technologies\(^8\), the market offers a wide range of software development products known as Data Warehouse Business Intelligence (BI) tools. In this project, the Pentaho Community BI

---

\(^8\) The market offers a wide range of software development products known as Data Warehouse Business Intelligence (BI) tools, where companies like IBM, Google and Oracle have been leading and occupying the major section of the market (Chandrasekhar, Reddy, and Rath 2013). As the number of available BI tools continues to grow, the choice of the most suitable tool becomes increasingly difficult (Mikut and Reischl 2011). BI technologies consist of a suite of integrated applications available either as open-source or commercial software. In this work, Pentaho BI, an open-source tool, is selected to make the entire process of a Data Warehouse, which is as good as any expensive and closed source commercial software (Chandrasekhar, Reddy, and Rath 2013). Pentaho BI is an open-source integrated platform including data integration, ETL capabilities, data mining, reporting, OLAP
is selected to construct the DW based on the Hefesto methodology. The Pentaho BI\(^9\) is an integrated platform that includes: data integration, ETL (Extraction, Transformation and Load) capabilities, data mining, reporting, OLAP (on-line analytical processing) services and dashboard visualization.

### 6.4 Designing an integrated decision support system: Case Study

A case study to demonstrate the applicability of the holistic approach proposed to implement an iDSS based on DW was performed at the University of Cuenca (UC) library\(^10\). The UC library, or Regional Documentation Centre “Juan Bautista Vazquez”, is considered one of the most modern and biggest libraries in Ecuador. Its collection consists of about 250,000 books (i.e., 18 titles per student which is far above the national ratio), digital databases, and multimedia contents. The UC library, visited by an average of 1,200 students, is operated by 20 full-time staff members distributed in the main library and two branches.

#### 6.4.1 Decision support system architecture

Based on the holistic approach proposed by Siguenza-Guzman et al. (2015), and the methodology and technologies selected to implement the DW, this article presents the resulting iDSS architecture implemented at the UC library as shown in Figure 6.2. The iDSS architecture of the UC library is structured in three layers: 1) data sources contains all sources used as data suppliers to the DW; 2) data extraction, cleaning and storage in charge of the design and implementation of ETL processes to maintain the DW; and 3) data presentation provides the appropriate reports for supporting information management and decision-making.

#### 6.4.1 Hefesto methodology

This section describes the steps used to create the UC library DW based on the Hefesto methodology. This approach allows tackling the design of the DW from different detail levels, and reducing risks of failure and dissatisfaction by involving end-users early in the design process. The Hefesto methodology consists of the following four steps. 1) Requirement Analysis identifies the user information needs to define all queries of interest. 2) OLTP analysis is in charge of the data source analysis, determines how the indicators are built, defines correspondences and granularity, and builds the extended conceptual model. 3) Logical Model represents the structure of the DW; defines the type of implementation schema, the dimension and fact tables in order to create their respective unions. Facts are the core data elements being analyzed, while dimensions are attributes about facts. 4) Data Integration makes use of diverse tools such as cleansing techniques, data quality control, and ETL processes in order to integrate the data of different data sources; policies and strategies for the initial loading of the DW are also defined, as well as for its updating process. The DW creation according to the Hefesto structure is explained in more detail in the following subsections by way of examples.

---

\(^9\) Pentaho: http://www.pentaho.com

\(^10\) http://biblioteca.ucuenca.edu.ec/
6.4.1.1 **BLOCK 1: Requirement Analysis**

The requirements are analyzed through the four perspectives of the holistic evaluation framework proposed by Siguenza-Guzman et al. (2015) (Figure 6.1). Based on this structure, a list of queries (i.e., set of queries) of interest to be issued against the iDSS is defined. This list of requirements is collected through questions involving library needs. An example of the lending process requirements serves to exemplify how the questions are approached.

1. What are the number of loans of a particular item, of a given author and title, of a specific item category of a particular librarian in a time unit?
2. What are the number of loans of a particular librarian at a specific library branch in a time unit?
3. What are the operating costs of lending services at a particular campus in a time unit?
4. What are the number of returns of a particular librarian at a specific library branch at a given user type in a time unit?
5. What are the number of fines and its corresponding value in a time unit?

Once all questions are posed, the corresponding indicators and perspectives are identified. The resultant indicators and perspectives of the lending process example are shown in Figure 6.3.
6.4.1.2 OLTP Analysis

The following step in the study is to identify the different data sources of the UC library based on the requirement analysis of the holistic evaluation approach. The holistic approach incorporates several key elements including process analysis, quality estimation, information relevance, and user interaction; thus, data have to be collected from internal and external sources. Internal data sources refer to the databases that are managed at the library level. On the contrary, external sources are not managed by the internal processes of the library. Collecting data from these heterogeneous sources presents a big challenge since generally different data sources use dissimilar formats and access methods including both structured (e.g., relational and documental databases) and unstructured data (e.g., word processing documents, spreadsheets, and log files).

After several meetings with the library manager, all the different OLTPs were documented. A total of ten data sources were identified and analyzed. These data are generated at library, university, and external levels. Library data sources are the following: ABCD, LibQUAL+®, DSPACE, and EZproxy. **ABCD** is a free and open-source integrated library automation software, offers the main functionalities of a library system such as acquisition, cataloging, circulation, online public access catalog (OPAC), and serials control. ABCD at the UC library uses MySQL and ISIS as its relational and documental database respectively, and MARC21 as its pre-existing cataloging structure. **LibQUAL+®** is a proprietary set of services based on Web surveys that allows requesting, tracking, understanding, and acting upon users’ perception of the quality of services offered by libraries. The LibQUAL+® survey consists of 22 questions, which are grouped into three quality dimensions: services provided, physical space, and information resources. **DSpace** is an open-source repository developed to provide access to digital resources. DSpace is implemented in Java and uses PostgreSQL as its database. **EZproxy** is proprietary software that allows libraries to offer their users remote access to the library e-sources. By default, events are recorded in standard web server log file format; however, EZproxy also includes the ability to add or remove fields to meet particular needs.

In addition, the UC library, as part of the university system, is linked with other university departments, implying information flows within the university. Data sources at the university level include the following: Olympo, GSocioeconomic, Academic, and HRM. **Olympo** is a commercial inventory manager software that uses Oracle as its relational database. **GSocioeconomic** is an in-house software tool responsible for the management of the socioeconomic data of university students. This software uses the Oracle database where all the student data are loaded. **Academic** is an in-house software tool that handles academic and enrollment process. This Web software uses Oracle as its relational database. **HRM** is an intranet-based application that manages data related to human resources. This in-house system uses Oracle as its database. Eventually, at an external level, other data are collected from sources such as Scopus reports and Ebsco statistics on online resources utilization. A summary of data sources, utilized to implement the DW at the UC library, are presented in Table 6.1.

6.4.1.3 Logic Model

Based on the conceptual data model (Figure 6.4), a data mapping from the OLTP sources to the logical model is performed. The logical model of the lending process is presented in Figure 6.5.

---

11 http://reddes.bvsauande.org/projects/abcd
12 http://www.libqual.org
13 http://www.dspace.org/
14 www.ezproxy.com/
### Table 6.1: Summary of data sources of the UC library

<table>
<thead>
<tr>
<th>Application</th>
<th>Modules</th>
<th>Database</th>
<th>Type of database</th>
<th>Main attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABCD</td>
<td>Cataloging</td>
<td>ISIS MARC21</td>
<td>Documental</td>
<td>Item ID, Author(s), Title, ... Cataloger</td>
</tr>
<tr>
<td></td>
<td>Circulation</td>
<td>MySQL</td>
<td>Relational</td>
<td>Lending, Returning, Fines, Reserves, Interlibrary loan</td>
</tr>
<tr>
<td></td>
<td>TD-ABC-D</td>
<td>MySQL</td>
<td>Relational</td>
<td>Activities, Resources, Responsible, Processes, Costs</td>
</tr>
<tr>
<td></td>
<td>Reference</td>
<td>MySQL</td>
<td>Relational</td>
<td>Librarian, Inquiry, Solution, Satisfaction level, PC Terminal, Survey</td>
</tr>
<tr>
<td></td>
<td>Satisfaction</td>
<td>MySQL</td>
<td>Relational</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Survey</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LibQUAL+®</td>
<td>Quality survey</td>
<td>MySQL</td>
<td>Relational</td>
<td>Campus, Questions, User, Time</td>
</tr>
<tr>
<td>DSpace</td>
<td>Institutional</td>
<td>PostgreSQL</td>
<td>Relational</td>
<td>Community, Collection, Item, Bundle, Bitstream, Bitstream Format</td>
</tr>
<tr>
<td></td>
<td>Repository</td>
<td>Dublin Core</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EZproxy</td>
<td>Remote Access</td>
<td>Logs</td>
<td>LogFile</td>
<td>IP address host accessing, Date/time of request, URL Requested, Method of request, # bytes transferred</td>
</tr>
</tbody>
</table>

#### University data sources

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Olympo</td>
<td>Inventory</td>
<td>Oracle</td>
<td>Relational</td>
<td>Fixed assets, Class, Section, Area, Address, Provider, Fixed asset document</td>
</tr>
<tr>
<td>GSocioeconomic</td>
<td>Socioeconomic</td>
<td>Oracle</td>
<td>Relational</td>
<td>Entry/Exit students, Family members, Academic period, Student information, Faculties, Academic status</td>
</tr>
<tr>
<td>Academic</td>
<td>Enrollment</td>
<td>Oracle</td>
<td>Relational</td>
<td>Enrollment, Career, Academic period, Subject</td>
</tr>
<tr>
<td>HRM</td>
<td>Human Resources</td>
<td>Oracle</td>
<td>Relational</td>
<td>Personal information, User type, Department</td>
</tr>
</tbody>
</table>

#### External data sources

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Scopus reports</td>
<td>Citation database</td>
<td>Excel</td>
<td>Spreadsheet</td>
<td>Title, Publisher, 5-year Impact Factor, Topic</td>
</tr>
<tr>
<td></td>
<td>Vendor-supplied</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EBSCO statistics</td>
<td>statistics</td>
<td>Excel</td>
<td>Spreadsheet</td>
<td>Year, Month, Searches, Total full text, PDF full text, HTML full text, Image/Video, Abstract</td>
</tr>
</tbody>
</table>

In addition, the type of schema is also defined. Due to its simplicity and compatibility with the selected tools, the data schema that best fits the study is the “star” schema. In the star schema, facts are represented as a table in the center of the schema with multiple joins connecting it to the dimension tables. Thus, the dimension and fact tables are built to create their respective unions. As a result, multidimensional models are obtained. Figure 6.6 shows the multidimensional model of the lending process analysis, and consists of a central fact table and its respective dimensions.

#### 6.4.1 BLOCK 2: Data Integration

After building the logical model, the relevant data generated by multiple sources are integrated by means of cleansing techniques, data quality control, and ETL processes; thus, allowing to have a clean and homogeneous version of the library data. Because this process is the most tedious and time-consuming part, literature recommends starting with a narrowly specific query and working through the entire process, and then, iteratively continuing developing the DW.
Figure 6.4: Conceptual data model of the UC library data warehouse

Figure 6.5: Logical model of the lending process example
6.4.1.1 Extracting data

Once the logical model is built, the following step is to extract the relevant data through ETL processes. In order to do so, the Kettle Pentaho suite is used. This tool includes a wide variety of components to access data sources such as relational databases, structured text files, and web services but lacks components to access metadata from documental databases as required in this case study. To solve this problem, a new component was developed in order to retrieve data from the ISIS database and to generate a structured text file with .mrc extension.
6.4.1.2  Cleansing and transforming data

Before loading data into the DW, these extracted data must go through a series of transformations in order to be cleaned. A particular example is the case of the data recorded through the ABCD system. Since the authority control module to establish uniform data entry is not used in the UC library, users easily make typing errors without any validation; for example, catalogers record data in the personal author field through different formats such as:

- First surname, Names
- First surname Second surname, Names
- First surname Second surname, First name
- First surname, First name initial

As shown in Figure 6.7, to solve the aforementioned problem, string similarity measures, such as the Jaro-Winkler metric, were used to indicate the percentage of similarity between fields. Finally, data according to the logic model are loaded in the different dimensions and fact tables.

![Figure 6.7: Evaluation of string similarity in the personal author field](image)

6.4.1.3  Loading data

After extracting, cleansing, and transforming, data must be loaded into the warehouse. To do so, the Pentaho tool is used to create the multidimensional model in a relational database (MySQL). To optimize the model, indexes in the basic and commonly used searching fields are created.

6.4.2  BLOCK 3: Data presentation

Eventually, the stored data can be visualized and analyzed through reporting techniques located in the data presentation layer such as: data reporting, OLAP, and bibliomining tools. The tools utilized depend on the needs of the library manager to make decisions. In this study, OLAP tools, also called multidimensional analysis, are selected to produce reports and to be used by decision makers. OLAP tools can be used to prepare regular and unplanned reports, ensure quality, check data integrity, monitor the development of science, and evaluate or benchmark disciplines, fields or research groups (Hudomalj & Vidmar, 2003). According to the questions posed in the requirements analysis (Section 6.4.1.1), the results of the exploitation are:
1. Figure 6.8 answers the first question posed: What are the number of loans of a particular item, of a given author and title, of a specific item category of a particular librarian in a time unit?

![Figure 6.8: Number of loans of a particular item, of a given author and title, of a specific item category of a particular librarian]

2. Figure 6.9 answers the second question posed: What are the number of loans of a particular librarian at a specific library branch in a time unit?

![Figure 6.9: Number of loans of a particular librarian of a specific library branch]
3. Figure 6.10 answers the third question posed: What are the operating costs of lending services of a particular library branch in a time unit?

![Figure 6.10: Operating costs of lending services of a particular campus](image)

### 6.5 Conclusions

The main contribution of this work is the analysis and design of an iDSS for a university library through the case study analyzed. The distinguishing feature of the proposed architecture is the emphasis on the use of a holistic conceptual matrix to select the corresponding data sources. This decision implied integrating data from multiple and heterogeneous sources from the library, university, consortiums, and suppliers, all of which use dissimilar formats and access methods including both structured and unstructured data. Consequently, an adequate selection of methodology and technological tools for constructing the DW was necessary to ensure the data warehousing success. Important to note is that, thanks to the use of the Hefesto methodology at early deployment time, library managers and stakeholders were able to realize the potential of implementing an iDSS solution in order to make tactical decisions about the optimal use and leverage of their resources and services. Library managers can use this iDSS tool to ensure that different perspectives are taken into account in a decision-making process. In addition, the iDSS provides the data-based justifications for managerial and economic decisions library managers must make.

Work in progress includes the further refinement of the existing reports and the incorporation of additional sources to the integrated DSS, such as the syllabus management system, citation analysis, and Web portal statistics, so as to collect a wider range of information. Future work will focus on the analysis of information using bibliomining techniques, such as prediction and classification, in order to track patterns of behavior-based artifacts from library systems and thus, predict future library requirements. Furthermore, the plan to use semantic technologies to extend the multidimensional model is also proposed to enable the proper integration of knowledge in a way that is reusable by several applications across libraries.
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PART IV

Data Analysis and Presentation
Chapter 7: Literature review of data mining applications in libraries


This chapter introduces data mining as an additional technique to analyze and visualize strategic library information. A comprehensive literature review and classification scheme for data mining techniques applied to libraries is provided. Forty-one empirical contributions over the period 1998-2014 are analyzed for their direct relevance. To do so, a detailed explanation of the research methodology adopted is first provided. This is followed by a description of the proposed method for classifying data mining applications in libraries. Classification results are then presented and discussed. The chapter finalizes by presenting limitations of the study, and by outlining research implications and prospects for future research developments.

Apart from typographical adjustments, the content of this chapter is identical to the content of the published paper quoted above; where necessary, additional information or remarks are added in footnotes. The layout is adapted for consistency throughout this dissertation. Some redundancy with other chapters is unavoidable as an academic article needs its own introductory sections. This, however, entails the advantage that the chapter can be read separately.

Abstract

This article provides a comprehensive literature review and classification method for data mining techniques applied to academic libraries. To achieve this, forty-one practical contributions over the period 1998-2014 were identified and reviewed for their direct relevance. Each article was categorized according to the main data mining functions: clustering, association, classification, and regression; and their application in the four main library aspects: services, quality, collection, and usage behavior. Findings indicate that both collection and usage behavior analyses have received most of the research attention, especially related to collection development and usability of websites and online services respectively. Furthermore, classification and regression models are the two most commonly used data mining functions applied in library settings.

Additionally, results indicate that the top 6 journals of articles published on the application of data mining techniques in academic libraries are: College and Research Libraries, Journal of Academic Librarianship, Information Processing and Management, Library Hi Tech, International Journal of Knowledge, Culture and Change Management, and The Electronic Library. Scopus is the multidisciplinary database that provides the best coverage of journal articles identified. To our knowledge, this study represents the first systematic, identifiable and comprehensive academic literature review of data mining techniques applied to academic libraries.

Contributions of the first author

Introduction to the topic, research methodology, classification method, verification of classification, analysis and tabulation of results, limitations, research implications and conclusions.
7.1 Introduction

Data mining, also known as knowledge discovery in databases, can be defined as the process of analyzing large information repositories and of discovering implicit, but potentially useful information (Han, Kamber, & Pei, 2011). Data mining has the capability to uncover hidden relationships and to reveal unknown patterns and trends by digging into large amounts of data (Sumathi & Sivanandam, 2006). The functions, or models, of data mining can be categorized according to the task performed: association, classification, clustering, and regression (Hui & Jha, 2000; Kao, Chang, & Lin, 2003; Nicholson, 2006b).

Data mining analysis is based normally on three techniques: classical statistics, artificial intelligence, and machine learning (Girija & Srivatsa, 2006). Classical statistics is mainly used for studying data, data relationships, as well as for dealing with numeric data in large databases (David J. Hand, 1998). Examples of classical statistics include regression analysis, cluster analysis, and discriminate analysis. Artificial intelligence (AI) applies “human-thought-like” processing to statistical problems (Girija & Srivatsa, 2006). AI uses several techniques such as genetic algorithms, fuzzy logic, and neural computing. Finally, machine learning is the combination of advanced statistical methods and AI heuristics, used for data analysis and knowledge discovery (Kononenko & Kukar, 2007). Machine learning uses several classes of techniques: neural networks, symbolic learning, genetic algorithms, and swarm optimization. Data mining benefits from these technologies, but differs from the objective pursued: extracting patterns, describing trends, and predicting behavior.

A typical data mining process, as shown in Figure 7.1, is an interactive sequence of steps that normally starts by integrating raw data from different data sources and formats. These raw data are cleansed in order to remove noise, and duplicated and inconsistent data (Han et al., 2011). These cleansed data are then transformed into appropriated formats that can be understood by other data mining tools, and filtration and aggregation techniques are applied to the data in order to extract summarized data. In fact, interesting knowledge is extracted from the transformed data. This information is analyzed in order to identify the truly interesting patterns. Eventually, knowledge is visualized to the user. More detailed information regarding a data mining process can be found in Han et al. (2011).

![Figure 7.1: Data mining process, based on Han et al. (2011).](image-url)
Data mining techniques are applied in a wide range of domains where large amounts of data are available for the identification of unknown or hidden information. In this sense, N. Girija and S.K. Srivatsa (2006) indicate that data mining techniques used in www are called web mining, used in text are called text mining, and used in libraries are called bibliomining.

The term bibliomining, or data mining for libraries, was first used by Scott Nicholson and Jeffrey Stanton (2003) to describe the combination of data warehousing, data mining and bibliometrics. This term is used to track patterns, behavior changes, and trends of library systems transactions. Although the concept is not new, the term bibliomining was created to facilitate the search of the terms “library” and “data mining” in the context of libraries rather than in software libraries. Bibliomining is an important tool to discover useful library information in historical data to support decision-making (Kao et al., 2003). However, to provide a complete report of the library system, bibliomining needs to be used iteratively applied in combination with other measurement and evaluation methods; as strategic information is discovered, more questions may be raised and thus start the process again (Nicholson, 2003b).

Bibliomining, as any knowledge extraction method, needs to follow a systematic procedure in order to allow an appropriate knowledge discovery. The bibliomining process starts by determining areas of focus and collecting data from internal and external sources (Nicholson, 2003b). Then, these data are collected, cleansed, and anonymized into a data warehouse. To discover meaningful patterns in the collected data, the bibliomining process includes the selection of appropriate analysis tools and techniques from statistics, data mining, and bibliometrics (Nicholson, 2006a). Interesting patterns are analyzed and visualized through reports. The mining process will be iterated until the resulted information is verified and proved by key users such as librarians and library managers (Shieh, 2010).

The application of bibliomining tools is an emerging trend that can be used to understand patterns of behavior among library users and staff, and patterns of information resource use throughout the library (Nicholson & Stanton, 2006). Bibliomining is highly recommended to provide useful and necessary information for library management requirements, focusing on the professional librarianship issues, but highly database technical dependent (Shieh, 2010). Bibliomining can also be used to provide a comprehensive overview of the library workflow in order to monitor staff performance, determine areas of deficiency, and predict future user requirements (Prakash, Chand, & Gohel, 2004). The resulting information gives the possibility to perform scenario analysis of the library system, where different situations that need to be taken into account during a decision-making process are evaluated (Nicholson, 2006a). An additional application is to standardize structures and reports in order to share data warehouses among groups of libraries, allowing libraries to benchmark their information (Nicholson, 2006a). Therefore, in order to improve the interaction quality between a library and its users, the application of data mining tools in libraries is worth pursuing (Chang & Chen, 2006).

The aim of this study is to investigate how far academic libraries are pragmatically using data mining tools, and in which library aspects librarians are implementing them. To this end, content and statistical analyses are used to examine articles that include case studies of academic libraries implementing data mining tools. The remainder of the article provides a detailed explanation of the research methodology adopted in this literature study. This is followed by a description of the proposed method for classifying data mining applications in libraries. Classification results are then presented and discussed. The article concludes by presenting limitations of the study, and by outlining research implications and prospects for future research.

### 7.2 Research methodology

The present study follows the methodology employed by E.W.T Ngai, Karen K. L. Moon, Frederick J. Riggins, and Candace Y. Yi. (2009) to analyze and classify data mining techniques applied to customer relationship management. In this study, the analysis and classification are based on the examination of selected search engines and the use of a set of descriptors, all related to their specific interests. Then, the selected articles are reviewed and categorized based on a classification
framework. The resulting list and classification is independently verified by research triangulation; finally, findings are reported in order to identify implications and future research directions.

Thus, following the Ngai et al. selection criteria and evaluation framework, a Web-based literature research on practical documents about data mining applications was conducted in order to identify relevant articles. As the nature of research on data mining and libraries is difficult to comprehend within the confines of specific disciplines, the relevant articles are scattered throughout numerous scholarly journals. Consequently, bearing in mind the degree of relevance or specialization to the subject analyzed, a set of four search engines was first selected to perform journal browsing. Based on the specialization degree, two major Library and Information Science (LIS) databases were searched: Library Information Science & Technology Abstracts (LISTA) accessed through EBSCOhost, and Library and Information Science Abstracts (LISA) accessed through ProQuest. In addition, two multidisciplinary databases: Web of Science (WoS) and Scopus were also consulted as complementary databases, as both search engines are among the largest and most common of the multidisciplinary databases available. Subsequently, citation tracing was also employed to discover additional papers relevant to this study; thus, the reference section for each article found was traced in order to find additional journal articles.

The search was operated according to the following procedure. First, a selection of subject terms was performed in order to identify terms that represent the concepts related to the topic under the study. To this end, the thesauruses of LISA and LISTA were consulted to draw up a set of standardized descriptors. Although the term “bibliomining” does not appear in both thesauruses, it was also incorporated as a subject term in order to investigate if academics and practitioners utilize this word as part of their titles or provided keywords. Based on this selection of terms, relevant articles were searched by combining the following subject terms: “data mining”, “academic library*” and “university library*”. The asterisk (*) is used to find words ending with a common stem, for example, librar* = libraries or library. All these search terms and their combinations were searched in subject headings (article title, abstract and keywords), and the analysis was limited to journal articles published in English. An overview of the criteria and results is shown in Table 7.1. When the number of articles searched for was within a reasonable number to conduct analysis, the resultant literature was sorted, summarized, and discussed in order to generate a final sample consisting of 485 potentially relevant studies. Then, the full text of each article was retrieved for detailed evaluation in order to eliminate those articles that did not meet the selection criteria with the application of data mining techniques in academic libraries. Each excluded article was registered in an excluded-studies table, followed by an explanation for its separation. All excluded articles were further screened by a different reviewer to confirm agreement with exclusion. In addition, the reference section for each included article was examined for possible titles of additional studies. By so doing, a total of 135 extra articles were analyzed. The standardized inclusion/exclusion criteria were as follows:

- Only English articles were included in the study.
- Only the articles related to the application of data mining techniques in academic libraries were selected, as these were the focus of this literature review.
- The articles describing the application of data mining techniques in academic libraries without a specific case study were excluded.
- Only the articles clearly describing how the mentioned data mining technique(s) could be applied and assisted in library settings were selected.
- Masters and doctoral dissertations, conference papers, text books and unpublished working papers were excluded. The main reason for this decision was that both academics and practitioners most commonly use journals both to acquire information and spread new knowledge (Gonzalez, Llopis, & Gasco, 2013). Whereas journal articles currently represent the highest level of research, other formats, like books, are confined to gathering and spreading knowledge that is already established. As for conferences, it is usual for most valuable articles to end up being published in journals; in fact, the conference represents a step prior to the definitive journal publication (Gonzalez et al., 2013).
Table 7.1: Search criteria and number of results per database

<table>
<thead>
<tr>
<th>Database</th>
<th>Query</th>
<th>Number of results</th>
</tr>
</thead>
<tbody>
<tr>
<td>LISTA</td>
<td>Bibliomining</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>&quot;data mining&quot; &quot;academic librar*&quot;</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>&quot;data mining&quot; &quot;university librar*&quot;</td>
<td>16</td>
</tr>
<tr>
<td>LISA</td>
<td>Bibliomining</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>&quot;data mining&quot; &quot;academic librar*&quot;</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>&quot;data mining&quot; &quot;university librar*&quot;</td>
<td>11</td>
</tr>
<tr>
<td>Web of Science</td>
<td>Bibliomining</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>&quot;data mining&quot; &quot;academic librar*&quot;</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>&quot;data mining&quot; &quot;university librar*&quot;</td>
<td>12</td>
</tr>
<tr>
<td>Scopus</td>
<td>bibliomining</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>&quot;data mining&quot; &quot;academic librar*&quot;</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>&quot;data mining&quot; &quot;academic librar*&quot; &quot;case stud*&quot;</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>&quot;data mining&quot; &quot;university librar*&quot;</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>&quot;data mining&quot; &quot;university librar*&quot; &quot;case stud*&quot;</td>
<td>22</td>
</tr>
</tbody>
</table>

Total articles analyzed 485

Forty-one articles were subsequently selected. A detailed table of the selected articles can be found in Appendix E. Each selected article was carefully reviewed and separately classified according to four quadrants of a holistic evaluation matrix for libraries and four main data mining functions, as shown in Figure 7.2. Although this research was not exhaustive and oriented to the application of data mining techniques in academic/university libraries, it serves as a comprehensive base for an understanding of data mining research in libraries in general.

![Figure 7.2: Classification framework for data mining techniques based on the Ngai et al. (2009) approach](image-url)
7.3 Classification method

7.3.1 Classification framework: Holistic approach for library evaluation

Facing rapidly changing landscapes, characterized by shrinking budgets and dynamic services, libraries have recognized the need for evidence of their value. Academic libraries more than ever before, are called upon to demonstrate and justify their existence, and their contribution to institutional missions and goals (Association of College and Research Libraries, 2010). In fact, new trends and issues affecting academic libraries include a culture of increasing accountability for outcomes, in which libraries will be required to find better ways to document these connections (ACRL Research Planning and Review Committee, 2014). Nicholson (2004) and Siguenza-Guzman et al. (2015) recognizing the need to evaluate libraries in a holistic and structured manner, propose the use of a two-dimensional evaluation matrix. The four quadrants of the holistic evaluation matrix are the following:

1. **Internal perspective of the library system – Process/service analysis:** In this quadrant, the “library system” refers to everything that is part of the offerings of the library such as the organizational scheme, electronic equipment, library staff, and facilities. Internal perspective of the library system involves analyzing the topics related to processes and services carried out within the library.

2. **External perspective of the library system – Quality analysis:** Quality of the collection and services are assessed by users. Thus, the second quadrant evaluates the aboutness, pertinence, and usability of physical and digital resources by exploring users’ perceptions (Nicholson, 2004). Assessment methods to measure the quality of services and collection include statistics gathering, suggestion boxes, Web usability testing, user interface usability, and satisfaction surveys (Wright & White, 2007).

3. **Internal perspective of the library collection – Collection analysis:** The third quadrant aims to evaluate the usefulness of the library collection. Proponents of this holistic approach suggest the combination of three assessment methods; namely, citation analysis, vendor-supplied statistics, and citation databases. By doing so, libraries will gain an extensive knowledge about their collection value and information relevance.

4. **External perspective of the library collection – Usage analysis:** This final quadrant evaluates users’ behavior when manipulating the library system. Users’ interaction with the system is utilized to study users’ preferences to personalize library services. Transaction log analysis, Web usage analysis, deep log analysis, and usage statistics are the main techniques utilized for this purpose.

Each quadrant of this evaluation matrix shares the common goal of supporting libraries in gaining a thorough and holistic understanding of their users and services. Data mining techniques, therefore, can help to accomplish such a goal by uncovering hidden patterns of behavior among library users and staff members, and patterns of information resource usage (Nicholson & Stanton, 2003).

7.3.2 Classification framework: Data mining models

Bibliomining can reveal issues associated with information-seeking user behavior, predict future trends on collection development, and build user communities based on common information interests. Based on the type of knowledge discovery, data mining functions can be divided into unsupervised and supervised algorithms (Chen & Liu, 2004). The former recognizes relationships in non-classified data, while the latter requires the data to be pre-classified in order to explain those relationships. According to these two main function types, data mining algorithms can be divided into the following categories: association, clustering, classification, and regression (Fayyad, Flatetsky-Shapiro, & Smyth, 1996; D. J. Hand, Mannila, & Smyth, 2001).
1. **Association**: The so-called association rule aims to find the existing (or potential) relationships between data items in a database such as attributes and variables (Lunfeng, Huan, & Li, 2012). Examples of common association tools are statistics and apriori algorithms (Ngai et al., 2009).

2. **Clustering**: Clustering is the task of uncovering unanticipated trends by segmenting no predefined clusters. This approach is used in situations where a training set of pre-classified records is unavailable (Chen & Liu, 2004). Common tools for clustering include neural networks, k-means algorithms, and discrimination analysis (Ngai et al., 2009).

3. **Classification**: Classification is the task of attempting to discover predictive patterns by classifying database records into a number of predefined categorical classes based on certain criteria (Chen & Liu, 2004). Common classification tools are neural networks, decision trees, and if-then-else rules (Ngai et al., 2009).

4. **Regression**: Regression is an essentially statistical technique that maps a data item to a real-valued prediction variable. This data mining function is normally used to capture the trends of frequent patterns. Examples of common regression techniques include linear regression and logistic regression analysis.

In turn, numerous data mining techniques are available for each type of data mining function. The choice of the data mining technique depends on the nature and purpose for the research study or the library requirements (Banerjee, 1998). Examples of some widely used data mining algorithms include the following: k-means algorithms for clustering, association rules for association, linear and logistic regression for regression, and decision trees for classification.

### 7.3.3 Research classification process

Following the Ngai et al. (2009) classification process approach, each selected article was reviewed and classified according to the proposed classification framework by three independent researchers. Researcher A was selected based on his/her expertise on the library holistic approach, whereas researchers B and C were selected based on their data mining experience. The classification process consists of five phases:

1. Online database search.
2. First classification by researcher B.
3. First verification of classification results and excluded articles by researcher A.
4. Independent verification of classification results by researcher C.
5. Discussion on classification results by researchers A, B and C, and
6. Analysis and tabulation of results by researchers A and B.

If a discrepancy in classification results existed between researchers, each article was then discussed until an agreement was reached by consensus on how the article should be classified from the final set in the proposed classification framework. Figure 7.3 shows the selection process utilized across the study. The collection of articles was analyzed based on the library holistic matrix and data mining models, by year of publication, country of implementation, journal in which the article was published, as well as the type of library analyzed (physical, digital or both).

### 7.4 Classification of the articles

A detailed distribution of the 41 articles classified by means of the proposed framework is shown in Table 7.2.
7.4.1 Distribution of articles by the library holistic quadrants and data mining models

The distribution of articles classified by the proposed classification model is shown in Table 7.3. It is striking that a large part of the published case studies on the use of data mining in libraries are case studies of usage behavior analysis (24 out of 41 articles, 59%). Of these 24 articles, almost 38% of the articles (nine in total) are related to the analysis or characterization of data. For instance, log analysis is reported in four articles to analyze the information seeking behavior in regard to digital libraries and library websites. Specifically, Blecic et al. (1998) employ transaction log analysis of an OPAC and statistical tools to improve information retrieval. Nicholas et al. (2006)
<table>
<thead>
<tr>
<th>Library holistic evaluation</th>
<th>Data mining functions</th>
<th>Data mining techniques</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service analysis</td>
<td>Association</td>
<td>Association rules</td>
<td>Decker and Höppner (2006)</td>
</tr>
<tr>
<td>Classification</td>
<td>Logical analysis of data</td>
<td>Linear regression</td>
<td>Leonard et al. (2010), Zweibel and Lane (2012), Sewell (2013)</td>
</tr>
<tr>
<td>Clustering</td>
<td>k-means algorithm</td>
<td>Logistic regression</td>
<td>Yi (2009), Yi (2011), Yi (2012)</td>
</tr>
<tr>
<td>Regression</td>
<td>Linear regression</td>
<td>Regression analysis</td>
<td>Siriprasoetsin et al. (2011)</td>
</tr>
<tr>
<td>Quality evaluation</td>
<td>Classification</td>
<td>Neural network</td>
<td>Decker and Hermelbracht (2006), Papavlasopoulos and Poulos (2012)</td>
</tr>
<tr>
<td>Regression</td>
<td>Linear regression</td>
<td></td>
<td>Whitmire (2002)</td>
</tr>
<tr>
<td></td>
<td>Regression analysis</td>
<td></td>
<td>Siriprasoetsin et al. (2011)</td>
</tr>
<tr>
<td>Collection analysis</td>
<td>Association</td>
<td>Association rules</td>
<td>Wu et al. (2004), Zhang and Wang (2013), Li (2014)</td>
</tr>
<tr>
<td></td>
<td>Bibliometric analysis</td>
<td></td>
<td>Will (2006)</td>
</tr>
<tr>
<td></td>
<td>Statistical analysis</td>
<td></td>
<td>Tosaka and Weng (2011)</td>
</tr>
<tr>
<td></td>
<td>Log analysis</td>
<td></td>
<td>Nicholas et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>Logical analysis of data</td>
<td>Leonard et al. (2010), Zweibel and Lane (2012)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td></td>
<td>Nicholson (2003a)</td>
</tr>
<tr>
<td></td>
<td>Memory-based reasoning</td>
<td></td>
<td>Nicholson (2003a)</td>
</tr>
<tr>
<td>Clustering</td>
<td>Decision/Classification tree</td>
<td>Koulouris and Kapidakis (2012)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pattern based clustering</td>
<td></td>
<td>Shreeves et al. (2003)</td>
</tr>
<tr>
<td>Regression</td>
<td>Linear regression</td>
<td></td>
<td>Walters (2007), Emmons and Wilkinson (2011)</td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td></td>
<td>Soria et al. (2014)</td>
</tr>
</tbody>
</table>
# References

- Pu and Yang (2003)
- Wu et al. (2004)
- Decker and Höppner (2006)
- Zhang and Wang (2013)
- Blecic et al. (1998)
- Tosaka and Weng (2011)
- King et al. (2007)
- Nicholas et al. (2006)
- Shieh (2012)
- Ahmad et al. (2014)
- Samson (2014)
- Decker and Hermelbracht (2006)
- Bollen and Luce (2002)
- Hájek and Stejskal (2014)
- Tempelman-Kluit and Pearce (2014)
- Finnell and Fontane (2010)
- Papatheodorou et al. (2003)
- Shreeves et al. (2003)
- Todorinova et al. (2011)
- Weiner (2009)
- Emmons and Wilkinson (2011)
- Fagan (2014)
- Bracke (2004)
- Soria et al. (2014)

*Remark: Each article may have used more than one data mining technique and may have been implemented in more than one library holistic quadrant; thus, it may appear more than once.*

<table>
<thead>
<tr>
<th>Library holistic evaluation</th>
<th>Data mining functions</th>
<th>Data mining techniques</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Log analysis</td>
<td>Blecic et al. (1998)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Statistical analysis</td>
<td>Blecic et al. (1998), Tosaka and Weng (2011)</td>
</tr>
<tr>
<td>Classification</td>
<td>Decision/Classification tree</td>
<td></td>
<td>King et al. (2007)</td>
</tr>
<tr>
<td></td>
<td>Log analysis</td>
<td></td>
<td>Nicholas et al. (2006), Shieh (2012), Ahmad et al. (2014)</td>
</tr>
<tr>
<td></td>
<td>Logical analysis of data</td>
<td></td>
<td>Samson (2014)</td>
</tr>
<tr>
<td></td>
<td>Neural network</td>
<td></td>
<td>Decker and Hermelbracht (2006)</td>
</tr>
<tr>
<td></td>
<td>Statistical analysis</td>
<td></td>
<td>Shieh (2012)</td>
</tr>
<tr>
<td>Clustering</td>
<td>Hierarchical cluster analysis</td>
<td></td>
<td>Bollen and Luce (2002), Hájek and Stejskal (2014)</td>
</tr>
<tr>
<td></td>
<td>Logical analysis of data</td>
<td></td>
<td>Finnell and Fontane (2010)</td>
</tr>
<tr>
<td></td>
<td>Pattern based clustering</td>
<td></td>
<td>Papatheodorou et al. (2003), Shreeves et al. (2003), Todorinova et al. (2011)</td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td></td>
<td>Bracke (2004), Soria et al. (2014)</td>
</tr>
</tbody>
</table>
report a deep log investigation of the use and users of the Blackwell Synergy, a proprietary interdisciplinary digital library. Ahmad et al. (2014) utilize deep log analysis techniques to evaluate the user acceptance of e-book adoption. Shieh (2012) utilizes log analysis and statistical tools to evaluate the usability and findability of library websites. Statistics tools are employed in the total of three articles, which include two of the above-described studies: Blecic et al. (1998), Shieh (2012), and the study presented by Tosaka and Weng (2011) using statistical tools to examine the effect of content-enriched records on library materials usage. Logical analysis of data is discussed in two articles: Finnell and Fontane (2010) employed these tools to investigate the feasibility of using reference questions as a tool in the construction of study guides, instructional outreach, and collection development. In a recent study, Samson (2014) analyzes the value of library resources to institutional teaching and research needs through the usage study of library e-resources.

Table 7.3: Distribution of articles by the library holistic quadrant and data mining models

<table>
<thead>
<tr>
<th>Holistic evaluation quadrants</th>
<th>Number per holistic quadrant</th>
<th>Data mining functions</th>
<th>Amount per data mining function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service analysis</td>
<td>12</td>
<td>Association</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Classification</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clustering</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regression</td>
<td>7</td>
</tr>
<tr>
<td>Quality evaluation</td>
<td>4</td>
<td>Classification</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regression</td>
<td>2</td>
</tr>
<tr>
<td>Collection analysis</td>
<td>19</td>
<td>Association</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Classification</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clustering</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regression</td>
<td>3</td>
</tr>
<tr>
<td>Usage analysis</td>
<td>24</td>
<td>Association</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Classification</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clustering</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prediction</td>
<td>5</td>
</tr>
</tbody>
</table>

*Remark: Each article may have used more than one data mining technique, and may have been implemented in more than one library holistic quadrant

More sophisticated data mining techniques used in this quadrant include: association rules (four out of 24 articles), linear regression (three articles in total), k-means algorithm (3 articles), and pattern based clustering (three articles). Regarding association rules, Pu and Yang (2003) provide new basis for information organization and retrieval applications. Authors utilize circulation patterns of similar users to discover association classes scattered across different subject hierarchies. Wu et al. (2004) use circulation statistics and association rule discovery to support decision-making for material acquisitions. Specifically, association rules are employed to open up the relationship between pairs of material categories to predict the users' needs. Decker and Höppner (2006) apply an association rules-based approach to explore the use of customer intelligence to support strategic planning processes using data warehouse tools. Zhang and Wang (2013) report the implementation of association rules to mine transactional data generated in the process of library service. The aim of this study is to provide accurate service for readers based on a user behavior analysis. Linear regression models are utilized by several authors to demonstrate the library's value. For instance, Weiner (2009) utilizes multiple regression analysis to analyze the library contribution to the University reputation, while Emmons and Wilkinson (2011) apply a linear regression model to evaluate the impact of academic libraries on students' persistence. Fagan (2014) has recently used linear regression analyses to explore relationships among several variables thought to predict full-text article requests, such as reference transactions, library instruction, database searches, and ongoing expenditures. Concerning the implementation of k-means algorithms, Bollen and Luce (2002) and Hájek and Stejskal (2014) report the implementation of two types of cluster analysis: hierarchical cluster analysis and k-means clustering to analyze user retrieval patterns in digital libraries. Bollen and Luce (2002) analyze the retrieval habits of users in order to assess the impact of a library collection and to determine the
structure of a given user community. Hájek and Stejskal (2014) try to identify the user behavior of a typical consumer to support library management ensuring the provision of the appropriate level of library services. Tempelman-Kluit and Pearce (2014) utilize a k-means cluster to mine a Library 2.0 service. Chat reference data are analyzed to create hypothetical users (personas) that represent behaviors, goals and values of actual users. Eventually, Papatheodorou et al. (2003) use pattern based clustering to construct user communities sharing common interests and preferences. To do so, Z39.50 session log files are recorded and mined. Shreeves et al. (2003) identifies document clusters of potential interest, and provides visual displays of these clusters and document similarities. This study is part of a bigger project to examine the efficacy of using the Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH) to construct a search and discovery service focused on information resources in the domain of cultural heritage. Todorinova et al. (2011) examine the staffing patterns at the reference desk in order to give librarians greater flexibility as well as to allow better responding to the information-seeking needs of users.

Furthermore, 19 out of 41 articles (46%) deal with the application of data mining models in collection analysis, 12 articles (29%) with service analysis, and four articles (10%) with quality analysis, thus covering various aspects of library services and collection.

Articles covering the holistic quadrants of services, collection, and usage analysis apply all four data mining functions, whereas collection analyses do not employ cluster algorithms for their analyses. Collection and usage analyses are the two quadrants that have been the most explored together (nine articles). The majority of articles regarding quality analysis also cover the other three library aspects (three out of four articles). In fact, quality is the quadrant with the least-independent works, whereas usage behavior is the quadrant with the highest number of independent works (12 out of 24 articles).

Within the 24 articles of usage analysis, implementation of the data mining functions are almost equally distributed among them; that is, seven articles (29%) use clustering models to analyze the usage behavior of library collection, followed by association models and classification rules that are both discussed in six articles (25%) each, and five articles (21%) which use regression models. Regarding collection analysis, 47% (nine out of 19 articles) use classification models, and 26% (five articles) utilize association models. Figure 7.4 shows a visual representation of the classification of data mining applications based on the quadrants of the holistic evaluation matrix.

Table 7.4 shows the distribution of articles by data mining techniques. Among 14 data mining techniques, which have been applied in libraries, logistic regression is the most commonly used technique (six out of 41 articles), followed closely by association rules, decision/classification tree, linear regression, and logical analysis of data (five articles each). Among the top 10 data mining techniques, log analysis is described in four articles, and statistical analysis, k-means clustering and pattern based clustering are each described in three articles.

Although logistic regression is implemented in the majority of articles, linear regression is the technique with the highest frequency among library quadrants, and in turn the only technique implemented in all library holistic quadrants. Furthermore, regression models are the techniques that have been constantly implemented from the beginning. Collection and usage analyses both utilize 11 different types of algorithms (out of 14). Nevertheless, usage analysis is the quadrant that most data mining techniques have employed (28 techniques).

7.4.2 Distribution of articles by year of publication

The distribution of articles by year of publication and country of implementation is depicted in Table 7.5. One of the first reports on the use of data mining techniques in libraries is provided by Banerjee (1998). The author describes data mining functionalities, raises issues with their use, and discusses prerequisites for successfully utilizing data mining in libraries. Over the last six years (2009 to 2014), a positive increasing trend can be observed (see Figure 7.5), except for 2013 in which only two articles were published.
Among the 16-year publication analysis, it is remarkable that in 2003 and 2006, the number of publications increased from an average of about two papers per year to six and four papers respectively, when compared to other years. Despite the fact that the first publication on the topic was on 1998, this trend reflects that the true first efforts of implementation of data mining functions in libraries were carried on from 2002. In 2003, three out of six articles report a case
study implementation in Taiwan and two articles in the USA. In Taiwan, Kao et al. (2003), Wu (2003), and Wu et al. (2004) led the implementation of data mining techniques in libraries by developing a knowledge management framework that utilizes data mining of circulation data to assess use of materials by particular academic departments in their subject areas. The techniques utilized in these studies are decision tree and association rules. In the USA, important to highlight is the study presented by Nicholson (2003a) that compares the effectiveness of four different data mining functions: logistic regression, memory-based reasoning, decision/classification tree and neural networks to discover Web-based scholarly research works. Moreover, in 2006, two out of four articles report a case study implementation in Germany, all implemented by Decker and colleagues (Deck & Hermelbracht, 2006; Deck & Höppner, 2006).

Table 7.5: Distribution of articles by year of publication and country of implementation

<table>
<thead>
<tr>
<th>Year</th>
<th>Australia</th>
<th>China</th>
<th>Czech Republic</th>
<th>Germany</th>
<th>Greece</th>
<th>Netherlands</th>
<th>Taiwan</th>
<th>Thailand</th>
<th>UK</th>
<th>USA</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>2002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>2003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>2004</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>2005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>2006</td>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>2007</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>2008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>2009</td>
<td></td>
<td></td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>2010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>2012</td>
<td></td>
<td></td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>2013</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>2014</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td></td>
<td>22</td>
</tr>
</tbody>
</table>

Figure 7.5: Evolution of number of articles per year
Data analysis and characterization are the most used techniques, except for the years 2002 – 2004, in which more formal data mining techniques are implemented. Quality is the only quadrant that has not employed these classical techniques as data mining tools. Important to note is that in the year 2014, articles have utilized the majority of data mining techniques, being 70% related to more formal procedures.

Usage analyses show an average of 1.4 publications per year throughout the period analyzed (see Figure 7.6). Strikingly, is also that in 2014, an increased interest in usage analyses is observed, since 6 out of 7 articles published in this year utilize several data mining functions, such as regression analysis, data characterization and cluster analysis, to analyze the usage of library e-resources, as well as to understand the information seeking behavior of users. Collection analyses are the second highest starting from 2003 onwards, especially in 2003 and 2012 with four out of seven articles and four out of eight articles published in those years respectively. Only isolated attempts to implement data mining functions in quality analyses can be observed in 2002, 2006, 2011, and 2012. Unfortunately, no studies have been reported on the use of data mining in quality analyses since 2012. Finally, articles focused on the use of data mining functions in service analyses emerged from 2006 onwards.

![Figure 7.6: Chronological evolution of articles by library holistic evaluation. (a) Service analysis; (b) Quality analysis; (c) Collection analysis; (d) Usage analysis](image-url)
7.4.3 Distribution of articles by country of implementation

Figure 7.7 shows the distribution of articles by country of implementation. Interesting is to highlight that the United States led by far among the list of countries that reported the implementation of data mining techniques (54% of case studies). Following in second is Taiwan, with a population of less than one tenth of the USA, with 15% of case studies implemented (six in total), and the third is Greece with 7% of case studies implemented (three out of 41). It is worth noting that four out of four articles covering both service and collection analyses are implemented in US academic libraries.

![Figure 7.7: Distribution of articles by country of implementation]

7.4.4 Distribution of articles by journal in which the articles were published

Figure 7.8 shows the top six journals, which contain the highest number of research articles. Articles related to application of data mining techniques in libraries are distributed across 27 journals. These findings indicate that scientific contributions in this research area are scattered across a high range of journals (average of 1.52 articles per journal), particularly related to computer science, and information and library management. The top six journals which the highest number of research articles, contain almost 50% (20 out of 41 articles) of the total number of articles published.

![Figure 7.8: Distribution of articles in the top 6 journals]
Of these, "College and Research Libraries" the official scholarly research journal of the Association of College & Research Libraries, and the "Journal of Academic Librarianship" both focused on problems and issues relevant to college and university libraries, each containing over 12% (five out of 41 articles) of the total number of articles published, followed by the "Information Processing and Management" and "Library Hi Tech" with three articles each, and the "International Journal of Knowledge, Culture and Change Management" and "The Electronic Library" journal with two articles each. All are related to libraries except for the third and fifth ranked journal; the third journal is IT related, while the fifth is Management related.

The four databases (LISA, LISTA, WoS, and Scopus) were rechecked to determine where the articles were indexed. Scopus is the multidisciplinary database that provides the best coverage of journal articles identified in this study with 39 articles in total, followed by WoS with 34 articles found. LISA and LISTA index 26 and 27 articles out of 41 respectively. Evidently, the combination of the online databases allowed for the gathering of the 41 analyzed articles.

### 7.4.5 Distribution of articles by library type analyzed

Figure 7.9 shows the distribution of articles by type of library analyzed: physical, digital, or both, through data mining techniques. Of the 41 articles, 41% (17 articles) are related to the use of data mining techniques in both digital and physical libraries, and 37% (15 articles) are related to the use of data mining techniques in digital libraries. This result is not unexpected, and confirms the natural transition and evolving trend of shifting the focus from physical to digital collection and services. Important to note is that not all the articles clearly specified the type of library analyzed, therefore, a certain degree of subjectivity can be present. In addition, three articles reported by Yi (2009, 2011; 2012) are not specifically focused on a specific library type, since all examine how academic library directors plan and manage change in information technology and the factors influencing the planning and management approaches used.

<table>
<thead>
<tr>
<th>Type of Library</th>
<th>Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both</td>
<td>17</td>
</tr>
<tr>
<td>Digital</td>
<td>15</td>
</tr>
<tr>
<td>Physical</td>
<td>6</td>
</tr>
<tr>
<td>Management</td>
<td>3</td>
</tr>
</tbody>
</table>

*Figure 7.9: Distribution of articles by type of library analyzed*

### 7.5 Limitations

The methodology that is employed in the literature review and classification of data mining techniques in libraries has some limitations. The first is that the study analyzes articles extracted based on specific keywords such as "data mining", "case studies", "academic librar*", "university librar*" and "bibliomining". Articles which mentioned the application of data mining techniques in academic libraries without these keywords may have been omitted during the retrieval process. The second is that findings are based on data collected only from academic journals, so other materials which may contain more case studies on data mining applications might have been excluded. The third is the limited number of databases used (two multidisciplinary and two LIS oriented), and from these, only the journals in the particular databases that were searched were included. However, although this limitation could mean that the review is not exhaustive, the authors believe that it is comprehensive by providing reasonable insights into the work being
accomplished in the area, and also because the databases selected are the most important journal databases in their corresponding domain. The fourth possible limitation is that the articles’ classification process was subjective; nevertheless, research triangulation allowed for a reduction of this risk. Finally, the last limitation is that the study includes only English publications; by so doing, this restriction could jeopardize the analysis since surely more research regarding the application of data mining techniques in libraries is being discussed and published in other languages.

7.6 Conclusion and research implications

The application of data mining techniques in libraries is an emerging trend that has captured the attention of practitioners and academics in order to understand patterns of behavior of library users and staff, and patterns of information on resource usage throughout the library. The aim of this literature review has been to facilitate and ease the interested reader or practitioner’s introduction to the use of data mining in libraries. To do so, the article presents a comprehensive literature review on the implementation of data mining techniques in libraries with a special focus on the case studies published over the period 1998-2014. Forty-one papers were identified, analyzed and classified along the four quadrants of the holistic evaluation matrix that analyze services, quality, collection, and usage behavior in libraries; and the main data mining functions, which are, clustering, association, classification, and regression. Although this literature review cannot claim to be exhaustive, it does highlight important implications, as well as insights into the state-of-the-art. For instance:

• Nicholson’s idea of coining the term “bibliomining” to refer to the use of data mining in libraries (Nicholson & Stanton, 2003) was an important contribution in classifying this rapidly emerging topic. Data mining in libraries can be defined as the core of a larger process dubbed as bibliomining. Thus, the use of data mining to examine library data records might be aptly termed bibliomining. Unfortunately, in practice, only few researchers have used the “bibliomining” term in their publications (3 articles), and consequently, it cannot be considered as a standard word.
• According to past publication rates and the increasing interest in the use of data mining tools in libraries, practical research will increase significantly in this area in the future, and consequently, a significant increase in research and published literature is expected.
• Among the reviewed articles, all of them use one or two data mining techniques to analyze only one or two library holistic quadrants, and just one case study in the literature, by Emmons and Wilkinson (2011), has reported a case study covering the analysis of three library holistic quadrants: process, collection, and usage. None of the case studies cover the four library evaluation quadrants. Knowing that a combination of data mining models and library evaluation quadrants is often required to solve, support, or forecast the effects of library strategies, library directors should include more data mining functions to support their holistic-based decision-making.
• The majority of the reviewed articles relate to usage analysis. Of these, about 38% (nine out of 24 articles) discuss data analysis techniques such as logical analysis of data and analysis of logs and statistics, 33% (eight articles) use cluster analysis, 29% (seven articles) utilize supervised learning tools and the remaining 17% (four articles) analyze dependences through association rules. The main library aspects covered through these studies are the interaction of library users with the system, the usability of library websites, and the users’ categorization based on the usage interaction with the system and collection.
• Only a few articles of the 41 reviewed are related to quality analysis (four articles in total). The small number of research was somewhat surprising given that libraries have a long history on collecting statistics to answer users’ queries, and thus monitor service quality (Horn & Owen, 2009); however, this topic is scarcely covered in the LIS literature since only a limited number of articles have reported the usage of sophisticated quality analysis as shown in this study. Further research needs to be conducted in this area, especially in quality control or in considering quality as an important factor when implementing data mining functions in other library aspects.
• Findings indicate that service analysis is slowly emerging as a possible new domain from this research. This library aspect is a crucial element for successful decision-making, especially due to increasingly difficult times, characterized by budget constraints and dynamic services. More than ever, libraries need to demonstrate that their processes and inputs such as facilities, expenditures, and staffing are considered relevant and worthwhile in their outputs through data on services and people served. Therefore, more research is highly recommended on the use of data mining techniques in the analysis of service performance in both digital and physical environments.

• During the research a common theme that has emerged was the appropriated definition of “data mining”. Actually, the concept is difficult to explain and several authors opine that the term is a misnomer and a buzzword (Han et al., 2011; J. Wu, 2012). In this study, 10 out of 11 articles (almost 25% of 41 articles) implementing data analysis and characterization approaches, such as logical analysis of data, and analyses of statistics, logs and bibliometrics, include as part of their topic terms (title, keywords or even descriptors) the words “data mining”. The reasoning behind the inclusion of these articles, which can be argued to be not data mining techniques, is to highlight the overuse of the data mining concept in the LIS literature. Therefore, to benefit from the advantages of data mining, it is recommended that further studies be conducted utilizing more enhanced techniques that have not been documented previously such as super vector machines and ensemble methods.

• Among the 41 case studies reviewed for this article, 14 articles utilize classification models and 11 use regression techniques to assist in library decision-making. Laggards are the implementation of unsupervised algorithms such as association and clustering models (eight out of 41 articles each). Knowing that unsupervised learning allows finding hidden structure in unlabeled data, as well as allows spotting salient correlations and connections between data points that are not evident for humans, the implementation of further association and clustering algorithms is highly recommended.

• Association rules and decision/classification trees rank after logistic regression in popularity of application in libraries. The logic of both techniques can be followed more easily by librarians and information specialists. Therefore, the two techniques are highly recommended for non-experts in data mining techniques.

• The top six journals which contain almost 50% of the total number of articles published on the application of data mining techniques in academic libraries are: College and Research Libraries, Journal of Academic Librarianship, Information Processing and Management, Library Hi Tech, International Journal of Knowledge, Culture and Change Management, and The Electronic Library. Scopus is the multidisciplinary database that indexes almost all articles identified in this study.

• The majority of research articles have been implemented in the United States.

• Findings indicate that the attention of implementing data mining techniques in library management literature has mainly been directed towards digital collection and e-services (37%), and less towards physical collection (15%). This is not surprising as digital libraries are becoming more and more prevalent worldwide.

References


135


137


Chapter 8: An experimental use of Bibliomining


This chapter reports an experimental use of data mining techniques for library decision-making based on data warehousing techniques. The three-layer data warehouse architecture described in Chapter 6 is used to integrate, process, and store the collected data. First, the theoretical background and related work is briefly presented. Next, the chapter describes the selection of methodology for the construction of the DW, as well as the architecture and implementation framework. The stored data are then queried and analyzed utilizing three data mining techniques: regression, clustering and classification. This chapter finalizes by summarizing lessons learned and identifying future challenges and directions.

Abstract

This article reports an experimental use of bibliomining techniques to support library decision-making in an academic library. To do so, a three-layer data warehouse architecture is used to integrate, process, and store the collected data. Firstly, a holistic approach is used for data collection. This holistic approach incorporates key elements that may influence library decision-making, including service analysis, quality estimation, information relevance, and usage analysis. Secondly, the study uses the Hefesto methodology to implement a data warehouse, consisting of the following steps: requirement analysis, data source analysis, logical model definition, and data integration. Eventually, the stored data are analyzed through three bibliomining techniques: regression, clustering and classification. Specifically, regression techniques are used to predict future investments in service and collection development; clustering techniques are used to find clusters of users that share common interests and similar profiles, but belong to different units; and classification techniques are used to demonstrate library's value by analyzing possible correlations of library usage and academic performance.

Contributions of the first author

The first author’s contributions are: the theoretical background, related work analysis, methodology for data warehouse implementation, architecture of the iDSS, data analysis, interpretation of results and conclusions.
8.1 Introduction

In this rapidly evolving, technologically-driven information environment, traditional library management systems are no longer sufficient to manage neither the new dynamic library services nor the large amounts of available information (Siguenza-Guzman, Van Den Abbeele, Vandewalle, Verhaaren, & Catrysse, 2015; Xu & Li, 2013). Traditional library management systems are suitable to meet the automation needs of academic libraries in terms of operational activities and traditional physical services. Yet, to promote innovation and knowledge creation for strategic decision-making, traditional systems provide very limited functions. In this sense, knowledge management (KM) has become a powerful tool for libraries to expand their role to areas where they had little impact in the past such as financial decisions and strategic decision-making (Hobohm, 2004; Townley, 2001).

Knowledge-based decision support systems (DSS) provide important information for library decision-making and performance improvement (Lai, Wang, Huang, & Kao, 2011). Several DSS for libraries have been documented in literature; however most of them mainly focus on specific areas such as distribution of money for physical or digital collections, assessment of the performance of library collection or the analysis of user behavior. Little is known about integrating all these different aspects and incorporating others such as human resources, technological infrastructure, services, or library usage. Even less is known about embracing different perspectives from heterogeneous stakeholders such as academic staff, managers, librarians, and general users (Zhang, 2010). The purpose of this study is to present an experimental use of bibliomining techniques for library decision making under the context of an integrated decision support system (iDSS) based on a data warehouse (DW). The article begins by presenting the theoretical background and related work. Next, the article briefly describes the selection of methodology for the construction of the DW, as well as the architecture and implementation framework. The data stored in the DW are then queried and analyzed utilizing two data mining techniques: regression and clustering. The article finalizes by summarizing the lessons learned and identifying future challenges and directions.

8.2 Theoretical Background

In this section, the theoretical background of our study is developed through the literature review of the holistic data collection approach, DW and bibliomining.

8.2.1 Holistic data collection

An iDSS for library management represents a powerful tool for planning and controlling; unfortunately its implementation is very complex in practice. In fact, the main challenges to implement an iDSS are the number of data sources, formats and volume of data to be consulted, as well as the lack of standardized data collection structures (Siguenza-Guzman, Van Den Abbeele, et al., 2015). Regarding data collection, Scott Nicholson (2004) recommends a theoretical analysis framework that supports libraries in gaining a more thorough and holistic understanding of their users and services. The author proposes a two-dimension matrix that evaluates libraries based on their library system and collection, from an internal and external perspective. Due to the ease of understanding, completeness as well as applicability to both physical and digital resources, Siguenza Guzman, L., Van den Abbeele, A., Vandewalle, J., Verhaaren, H., and Catrysse, D. (2015) adopted the framework as the basis to propose a structure for data collection, an architecture for data storage and an integrated set of tools that assists library managers to make decisions through a holistic perspective15. An overview of holistic evaluation framework is shown in Figure 8.1.

15 More details on the architecture proposed and an integrated set of tools can be found in Siguenza-Guzman et al. (2015)
The first quadrant analyzes the internal perspective of the library system that is to analyze the library performance, costs incurred and resources consumed by library services. For that purpose, three costing systems are analyzed: traditional, activity-based and time-driven activity-based, recommending the latter. The second quadrant evaluates the external perspective of the library system; quality of the processes and services offered by libraries are judged by the users. In this sense, the use of at least one of the following methods is recommended: statistics gathering, suggestion boxes, Web usability testing, user interface usability, and satisfaction surveys. The third quadrant analyzes the external perspective of the library collection, evaluating the impact of the current library collection on its users. The authors propose to combine the following three methods: citation analysis, vendor-supplied statistics and citation databases. Eventually, the fourth quadrant evaluates the internal perspective of the library collection, where the usage patterns followed to manipulate the library collection are analyzed. It is suggested to use log analysis methods such as transaction log analysis and deep log analysis.

The resulting framework requires retrieving and integrating information from various separate sources in order to be used in an adequate decision-making process. An example of preliminary results implementing this proposed holistic approach is presented in a case study by Siguenza Guzman, L., Holans, L., Van den Abbeele, A., Vandewalle, J., Verhaaren, H., and Cattrysse, D. (2013). The authors prove the practical validity of the proposed holistic approach; and highlight the need of a system to integrate the collected information.

8.2.2 Data Warehouse

William H. Inmon, acknowledged as the father of “Data Warehouse”, defines it as a “subject-oriented, integrated, nonvolatile, and time-variant collection of data in support of management’s decisions” (Inmon, 2005, p. 29). According to Ralph Kimball (2006), the other preeminent figure in data warehousing, a DW is a repository of integrated information from distributed, autonomous, and possibly heterogeneous sources, specifically structured for analysis and consultation. A DW is a read-only analytical database that integrates all information from various operational data sources, whose purpose is to generate reports and analyze data in order to support the strategic decision-making process in an enterprise.

Data stored in the DW are snapshots resulting from data transformations, quality control checks and integration of operational data. The major benefit of a DW is the possibility to have interactive and immediate access to strategic information of an enterprise. Users with a managerial role in the organization make their own inquiries and crossing data, using specialized tools with graphical interfaces such as data mining and on-line analytical processing (OLAP) tools. The operations are not focused on recording transactions, as in the operational databases, but involve complex queries of joining, filtering, grouping, and aggregating large amounts of data (Wrembel & Koncilia, 2007).
Due to the special characteristics of a DW, the design strategies used for building and managing operational databases are generally not applicable to the design of DW (Inmon, 2005; Kimball, 2006). The design of a DW is an inherently complex, costly and time-consuming task. Building a DW, as shown in Figure 8.2, involves extracting data from different data sources, in which many problems of inconsistency need to be dealt with (Ying Wah, Hooi Peng, & Sue Hok, 2007). Data extraction, cleansing and storage through ETL (Extract, Transform, Load) processes is also complex and time-consuming, because this process needs to combine all the different data sources and converts them into a uniform format, excluding possible inconsistencies, redundancies, and incompatibilities (Nicholson, 2003). Therefore, to ensure the end results meet the needs, successful implementation of a DW requires, among other things, a significant investment of effort, from many of those who will be its users, to identify the business objectives, design the DW architecture and implement the DW system (Curtis & Joshi, 2011; Raduescu, 2003). However, as Scott Nicholson and Jeffrey Stanton (2009) remark, only by combining and linking different data sources, library managers can uncover hidden strategic information that can help to understand processes and services for library decision-making.

**Figure 8.2: Architecture of a DW (Based on Inmon (2005))**

### 8.2.3 Bibliomining

Bibliomining, or data mining for libraries, was first defined by Nicholson and Stanton (2003) as the combination of a DW, data mining and bibliometrics\(^{16}\) used to track patterns of behavior-based artifacts from library systems. Bibliomining is an important tool to discover unknown patterns and useful library information in historical data to support decision-making (Kao, Chang, & Lin, 2003). However, to provide a complete report of the library system, bibliomining needs to be used cyclically, based on a combination of data mining models and other methods of measurement and evaluation (Nicholson, 2003). Mining techniques in libraries, among others, generally include the following (Siguenza-Guzman, Saquicela, Avila, Vandewalle, & Catrysse, 2015):

a) Regression is a type of statistical technique that maps a data item into a real-valued prediction variable. This technique is intended to create a panorama of a phenomenon studied. Uses of regression techniques include forecasting and testing hypotheses about relationships between variables.

\(^{16}\) Bibliometrics is statistical analysis used to provide quantitative analysis of academic literature.
b) Clustering is the task of uncovering unanticipated trends by segmenting no predefined clusters. This approach is used in situations where a training set of pre-classified records is unavailable (S. Y. Chen & Liu, 2004). Common tools for clustering are k-means and pattern-based clustering.

c) Classification is the task of attempting to discover predictive patterns through classifying database records into a number of predefined categorical classes (S. Y. Chen & Liu, 2004).

8.3 Related Work

The use of a DSS in libraries has been in research for a long time. Scott Nicholson and Jeffrey Stanton (2006) present an overview of the projects documented in literature, some years before the concept of data mining and bibliomining became popularized. The authors conclude that these projects all shared a common focus on improving and automating two specific processes of a library: acquisitions and collection management. An additional study by Maria Zamfir Bleyberg, Dongsheng Zhu, Karen Cole, Doug Bates and Wenyan Zhan (1999) describes the design and implementation of a prototype of a DSS for the Kansas State University libraries to provide information regarding patterns on the libraries' collection. The authors describe the proposed solution to incompatibilities emerged from the incorporation of external data to the model.

Several case studies describe different approaches to manage digital library collections based on DW techniques. For instance, the first concrete application of a DW to support management of information needs in a library is described by Joe Zucca (2003). S.C. Kao, H.C. Chang and C.H. Lin (2003) present a decision support tool for allocation of acquisition budget via data mining techniques. N. Girija and S.K. Srivatsa (2005) suggest the implementation of a DW to manage a digital library structure, they present a DW architecture model as well as a description of its major components. Chan-Chine Chang and Ruey-Shun Chen (2006) utilize bibliomining techniques, including data analysis, a DW and data mining to cluster readers' requirements. An additional framework for building a library DW is presented by Teh Ying Wah, Ng Hooi Peng and Ching Sue Hok (2007). The authors describe the main steps in the development of the library DW: data source, data extraction, data transformation and data loading, with special emphasis on the ETL functions and Web crawling for external data sources. Sun Lei and Chen Geng (2011) present the architecture of a DSS that combines the characteristics of a high-information system and of a DW. The purpose of this DSS is to analyze and mine data regarding collection management. Elaheh Homayounvala and Ammar Jalalimanesh (2012) propose a methodology to uncover patrons' research interests and promote research collaboration based on data mining techniques. The proposed methodology starts by creating a DW based on library operational data. Then, a knowledge map is created for library subjects and their usage. This knowledge map is analyzed to choose specific subjects for further analysis. Eventually, data mining techniques are applied to find subjects interpreted as research interests. In recent studies, Chen Bin (2013) describes the implementation of a data mart to analyze the library readers' borrowing patterns. Mao Li Xu and Xiu Ying Li (2013) propose the architecture of a data warehouse-based DSS of university libraries for collection management. The authors focus on discussing the model design and implementation technology of the DW. A novel study by Xiu Mei Luan and He Jiang (2014) presents a system architecture of collection management based on a DW. The study uses OLAP tools to present the results, and provides an overview of the technologies utilized.

Only few studies are presented in literature regarding the use of bibliomining techniques as support tool for decision-making in services and collection. Reinhold Decker and Michael Hoppner (2006) describe a conceptual framework of a DSS for strategic planning and customer intelligence based on a DW structure. The authors recognize the importance of identifying relevant data structures and the challenges of leading with data heterogeneity. Markku Laitinen and Jarmo Saarit (2012) propose the use of a DW for improving the analysis of the library annual statistics of Finland. Finnish library statistics are based on indicators of the international standard ISO 11620 and some additional indicators developed for the particular needs of Finnish scientific libraries; these figures describe the library resources, library use and library collection. The authors
recognize that the current statistical database is not sufficient for decision-making, and that library management needs statistical data from other databases such as university output, publication impact factors and human resource’s data. In most studies the authors concluded that the difficulties arise on deciding what data sources should be included, as well as on integrating the data coming from different platforms and applications.

### 8.4 Data Warehouse methodology selection

There are reasonably well-established approaches for implementing a DW; however, two classical methods are predominant: the one from Inmon and the one from Kimball. While both approaches obtain data from the same sources, they differ in the arrangement of these data in the DW itself (Lawyer & Chowdhury, 2004). The Inmon methodology, or the top-down approach, transfers the information from the various online transactions processing (OLTP) to a centralized DW, provided that this DW has some features: subject oriented, integrated, time variant and nonvolatile (Inmon, 2000, 2005). The Inmon approach, which follows a hub-and-spoke architecture, is characterized by the following: easy maintenance, normalized model, data integration of all areas, and complex design requiring high levels of expertise. Under this approach, the extracted and transformed data are typically stored in a third-normal form (3NF), from which data marts obtain their information.

The Kimball methodology, on the other hand, is the union of smaller data marts, where every data mart represents a business process or dimensional mode (Kimball, 2006). This bottom-up approach is more iterative and modular, and prefers a high-level technical architecture also known as bus architecture (Ariyachandra & Watson, 2010). The Kimball approach is characterized by the following: business oriented process, dimensional model, data integration of business areas and short implementation time.

After analyzing both Inmon and Kimball methodologies, a hybrid approach, integrating the best of both methodologies, is adopted for this study. The DW architecture chosen for the iDSS implementation is Hefesto. The Hefesto approach, created by Ricardo D. Bernabeu in 2007, begins by collecting the information requirements of the user, followed by the extraction, transformation and loading of data in order to define the logical schema definition for the organization. Hefesto is characterized by the following: easy, realistic and simple to understand, is based on user requirements gathering, reduce the resistance to change, use conceptual and logical models, can be applied to DW and data marts, and is independent of technologies, physical structure and life cycle type (Bernabeu, 2010). The Hefesto methodology, as shown in Figure 8.3, considers four steps in the data warehouse creation process (Bernabeu, 2010). Firstly, a requirement analysis is performed; the user information needs are collected in order to define all queries of interest. Moreover, a set of resulting indicators are identified with their perspective of analysis, which are used to build the conceptual model of the DW. Secondly, the Hefesto methodology focuses on the analysis of OLTP systems, in order to determine how the indicators will be built, define correspondences and granularity, and build the extended conceptual model. Thirdly, the logical model is built, where the type of schema to be implemented is defined. Then the dimension and fact tables are drawn in order to create their respective unions. Finally, data are integrated by means of cleaning techniques, data quality control, and ETL processes. Policies and strategies for the initial loading of the DW are defined, as well as for its updating process.

### 8.5 iDSS for library holistic evaluation

A case study to demonstrate the applicability of bibliomining for library decision-making based on DW tools was performed in an Academic Library in Latin America (ALiLA). The analyzed library system includes a main library and two branches, housing collections numbering about 500,000 print volumes, multimedia content, and an array of digital resources. This academic library was selected for the case study because it belongs to one of the most prestigious universities in Latin America, and is considered one of the most modern and largest libraries of its country. A detailed

8.5.1 Architecture of the iDSS

Based on the theoretical DW architecture proposed by Siguenza-Guzman et al. (2015), and the methodology and technologies selected to develop the DW, the resulting DW architecture implemented for ALiLA is shown in Figure 8.4. The proposed iDSS architecture of ALiLA is structured in four blocks: 1) data collection, contains all sources used as data suppliers to the DW; 2) data extraction, cleansing and storage, selects and transforms the collected data; 3) data mining, is in charge of the application of data mining techniques; and 4) data presentation interprets and evaluates the results.

8.5.2 Design of the iDSS

The Hefesto methodology, as shown in Figure 8.3, consists of four steps. The first three steps deal with the BLOCK 1: Data source of the iDSS architecture (Figure 8.4), while the last step is focused on the BLOCK 2: Data extraction, cleansing and storage. Firstly, a requirement analysis to identify user information needs was performed. The requirements were analyzed through the four perspectives of the holistic evaluation framework proposed by Siguenza-Guzman et al. (2015). Based on the list of collected queries, the corresponding indicators and perspectives were defined.
Secondly, ten different ALiLA data sources were identified and analyzed based on the requirement analysis of the holistic evaluation approach. These data were generated at internal (4 data sources), university (4) and external level (2). Internal data sources refer to the databases that are managed at library level. University data sources are the databases managed at university level and exchange information flows with the library. External sources, in contrast, are not managed by internal processes of the library or the university; instead they are managed by companies like content management and database providers. Based on the requirement analysis and the list of data sources, a conceptual data model was also constructed.

Thirdly, a data mapping from the OLTP sources to the logical model was performed based on the conceptual data model. Moreover, the type of schema was defined. The data schema selected for the study was the star schema due to its simplicity and compatibility with the selected tools. In the star schema, facts are the core data elements being analyzed, and dimensions are the attributes about facts. By utilizing the star schema, the dimension and fact tables were built and joint to create multidimensional models.

Eventually, the data relevant for the holistic evaluation framework were integrated by using the technology tool Pentaho BI. Before loading the extracted data into the DW, a series of cleansing techniques and data quality controls had to be performed to transform and standardized the extracted data. For instance, due to a lack of uniform data entry, personal author’s data were registered incorrectly; therefore string similarity measures like the Jaro-Winkler metric were used to indicate the percentage of similarity between fields. Once data were extracted, cleansed and transformed, they were loaded into the DW. A more detailed description of the analysis and design of the iDSS can be found in Siguenza Guzman, L., Saquicela, V., and Cattrysse, D. (2014).

8.6 Experimental use of bibliomining for library decision-making

The aim of data mining is to obtain knowledge from data to support decision-making. The knowledge discovery by means of data mining is related to the fact that a lot of information is unknown beforehand. Here, any suspicion can be tested about the behavior of different patterns within the collected data. Currently, an increasing interest in the use of data mining tools in libraries can be observed in literature; unfortunately none of these case studies covers the four library evaluation quadrants (Siguenza-Guzman, Saquicela, et al., 2015). In this section, the process applied for incorporating bibliomining techniques to the iDSS is presented. In particular, algorithms of regression, clustering and classification have been used in the case study for:

a) Predicting the future investment in library development. This analysis utilizes the acquisition expenses in collection and technological infrastructure during the period 2000 – 2013 to forecast future investment. The parameters utilized are the acquisition value, and the corresponding month.

b) Clustering users for selective dissemination of information. This analysis discovers group of users who share common interests and similar profiles, but belong to different faculties, in order to improve personalized recommendation

c) Predicting library factors that affect student academic performance. This analysis tries to establish possible correlations between student library collection use and their final results taken on a pass/fail basis.

8.6.1 Predicting the future investment in library development

The predictive capabilities of data mining can be used to forecast library investments by means of regression techniques. For the case study, data from 2000 – 2013 are used to forecast one year of purchasing library collection and technological infrastructure. Three data mining techniques, namely, support vector machines (SVM), least-squares support vector machines (LSSVM) and
seasonal autoregressive integrated moving average (SARIMA) are compared in terms of root mean square error (RMSE) to select the appropriate technique for this dataset. SARIMA was utilized as a base line predictor, since it is a classical statistical technique to perform forecasting tasks (Box, Jenkins, & Reinsel, 2008). SVM and LSSVM were analyzed because data mining literature reports that these techniques provide good results for forecasting economic time series (Bouzerdoum, Mellit, & Massi Pavan, 2013; Yan & Chowdhury, 2013; Ahmad et al., 2014; Yan & Chowdhury, 2014; T.-T. Chen & Lee, 2015).

8.6.1.1 Data preparation

The attributes Acquisition Date and Value were analyzed using the acquisition multidimensional model defined in the DW for the first quadrant of the holistic matrix. The former indicates the month of acquisition, and the latter the value of the investment. To carry out the prediction analysis, 14 years of historical data were used, that is, the data of 168 months.

To create the time series representing the monthly expenses, data were grouped according to the month of acquisition. Firstly, outliers were detected by applying the median absolute deviation approach, as proposed by Iglewicz and Hoaglin (1993), and then, replaced by the mean values of the months where the outliers were detected. The rationale behind this is that a yearly seasonal effect can be observed in the time series as depicted in Figure 8.5a. These outliers represent atypical investments due to donations, political changes or law enforcements. For instance, thanks to a cooperation program with European universities, since 2008, ALiLA is investing on new technological infrastructure and information systems to improve its digital services. At the beginning of 2008, about $70 thousand was invested on computers, multimedia equipment, bandwidth and a closed-circuit security system.

A noise reduction filter was then applied to the cleaned time series. The main objective of the filter is to smooth the signal in a way that the noise generated by unexpected events, such as last minute purchases and law enforcements are minimized. There is an extensive literature on the use of filters, being the hamming filter among the most commonly used and ease to implement (Priestley, 1983). The hamming filter is a low pass filter used to smoothen the signal by removing high frequency noise (Hamming, 1997). The resulting signal after applying the hamming filter is depicted in Figure 8.5b.

![Figure 8.5: Acquisition values 2000-2014. (a) Original and cleaned time series after applying an outlier replacement process. (b) Cleaned and smoothed time series after applying a noise removal filter](image)
8.6.1.2 Forecasting Library Investment

The objective in this task is to perform a 12-month forecast of investments in library collection and technological infrastructure. To do so, three data mining techniques, SVM, LSSVM and SARIMA, are, first evaluated to select the more suitable for the dataset, by means of an out-of-sample test, as explained by Tashman (2000), which involves: (1) holdout split, (2) fitting the model, and (3) forecasting a year-ahead on the test period. The advantage of an out-of-sample test is that it mimics in a better way a real setting and provides a better estimation of the performance of forecasting models. The out-of-sample evaluation entails the division of the dataset in two parts, where the first part is used to train the model (fitting period) and the second part is used to evaluate the accuracy of the model (testing period) as depicted in Figure 8.6. The basic form of this process is known as fixed origin evaluation. The process of fixed origin evaluation focuses on a single origin, a good option in order to reduce computational effort; however, this univariate time series is very susceptible to be influenced by local characteristics. A possibility to overcome this problem is to update the origin recursively. A rolling-origin evaluation was selected to minimize this uncertainties related to predictions derived from a unique origin (Tashman, 2000). The rolling-origin evaluation starts by selecting a forecast origin \( T \). This origin represents the end of the fitting period. Since the objective of the forecast task in this study is to predict the next 12 values of expenses in library collection and IT infrastructure, the forecast horizon \( H \) was set to 12. Then, rolling-origin evaluation is executed iteratively; and after every iteration, a new observation is added to the fitting period, i.e. the forecast origin \( T \) is shifted one month.

![Figure 8.6: Out-of-sample evaluation](image)

The dataset available for this task contains monthly data ranging from January 2000 to December 2014. The forecasting origin \( T \) was set to December 2009 on the first iteration. Thus, the fitting period, initially, comprises 120 months. The fitting period was used for the forecasting models to train and select the best hyper-parameters and coefficients. In the second iteration, the value of \( T \) is shifted one month, i.e. January 2010, increasing the fitting period by one month. Then again, the models are recalibrated. This decision was made to desensitize the errors produced by having a fixed \( T \). The rolling-origin evaluation stops when the size of the testing period is equal to \( H \), i.e. 12 months. At each iteration, the forecast models perform 12 predictions corresponding to a year-ahead forecast.

In the SARIMA model, the order was selected on the first iteration of the rolling-origin evaluation. The general notation for the order of a SARIMA model is given as \( ARIMA(p,d,q) * (P,D,Q)_s \), in which the parameters inside the parentheses represent the order of \( p \) autoregression, \( d \) for differencing, and \( q \) for moving average in the model. The parentheses enclose the nonseasonal and the seasonal factors parameters, respectively. In this study, the resulting order of the SARIMA model was \( (4,1,0)(2,1,0) \). This model was selected in a trial-and-error manner aiming to select a valid model with the smallest coefficients. In each iteration, the model coefficients are recalculated using the whole available fitting set.

The SVM and LSSVM are also trained and selected iteratively. As input features, these models utilized lagged values of the time series. This process is depicted in the equation below:
\[ Y_{t+1} = f(y_t, y_{t-1}, ..., y_{t-o+1}) \]
\[ Y_{t+2} = f(Y_{t+1}, y_t, y_{t-1}, ..., y_{t-o+2}) \]
\[ \vdots \]
\[ Y_{t+h} = f(Y_{t+h-1}, ..., y_0, ..., y_{t-o+h}) \]

where,

\[ h \] forecast horizon
\[ o \] order of the forecast model, i.e. the number of lagged values used as input features
\[ Y_{t+i}, 1 \leq i \leq h \] predicted values
\[ y_{t-i}, 0 \leq i \leq o \] historical observations present in the fitting period.

Iteratively, the SVM and LSSVM models use the fitting period to select their hyperparameters and the optimal value of \( o \). In SVM methods, parameter search plays a crucial role in the performance of the model. Some types of parameter search are employed in literature such as grid-search, heuristics search and inference of model parameters within the Bayesian evidence framework, being grid-search the most reliable way for model parameter selection in median-sized problems (Olson & Delen, 2008). In v-fold cross-validation, the fitting period is first divided into \( v \) subsets. In the \( i \)th iteration \((i = 1, 2, ..., v)\), the \( i \)th set (validation set) is used to estimate the performance of the classifier trained on the remaining \((v-1)\) sets (training set). The performance is generally evaluated by cost, e.g. the RMSE value. Considering the relatively small dataset currently available in this study, the hyperparameters are found by a grid-search process using 10-fold cross-validation for the following reasons: the cross-validation procedure can prevent an overfitting problem, and computational time to find good parameters by grid-search is not much more than other methods. This grid-search process is repeated using different configurations of \( o \), i.e. \( 6 \leq o \leq 24, o \in Z \). The model selected to perform the year-ahead forecasting on the testing period is the one that minimizes the RMSE value on the fitting period.

As result of the rolling approach, 36 year-ahead forecasts per model were obtained, as well as a descriptive distribution of the forecast errors. Figure 8.7 depicts the distribution of the resulting RMSE values and Table 8.1 shows the average RMSE values and their standard deviation per forecaster. A RMSE measurement has the same unit as the original data being simulated, and represents the sample standard deviation of the differences between predicted values and observed values. As can be seen, the three models behaved very similarly. LSSVM provides the lowest average RMSE. The SARIMA model has a similar RMSE value as LSSVM, however it produces the largest errors in the year-ahead forecast, and has the largest standard deviation. SVM produces the highest average RMSE, nevertheless its performance is similar to the other models. To determine whether the forecast results of the 12 month ahead prediction were statistically different, a Diebold-Mariano test (Diebold & Mariano, 1995) was performed. According to the two-tailed p-value, the forecast accuracies of the LSSVM and SVM model were not statistically significant (\( p = 0.238 \)), neither the LSSVM and SARIMA forecast accuracies (\( p = 0.631 \)).

For a better insight about the forecast predictions, Figure 8.8 shows the one step-ahead results of the testing period (2011-2014). The results show that the three methods were able to forecast the time series direction of change, e.g. increase or decrease trends; as well as, the magnitude of the predicted values. Although, the study shows promising results to forecast library investment, there is still room for improvements on the predictions, since time series depend on different exogenous factors such as sporadic donations, political changes and law enforcements that for this experimental exercise were not included in the predictive models. For instance, ALiLA library does not manage its own budget; instead, each faculty decides the amount to be invested in the library, based on their own finances, priorities and decisions. By incorporating variables that reflect these additional factors, improvements in the model can be expected.
Figure 8.7: RMSE results of the three predictive models: (a) SVM, (b) LSSVM and (c) ARIMA

Table 8.1: Average RMSE results per forecaster

<table>
<thead>
<tr>
<th>Forecaster</th>
<th>Average RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSSVM</td>
<td>1443.71 (+/- 880)</td>
</tr>
<tr>
<td>SARIMA</td>
<td>1577.74 (+/- 1250)</td>
</tr>
<tr>
<td>SVM</td>
<td>1638.68 (+/- 752)</td>
</tr>
</tbody>
</table>

Figure 8.8: Comparison of the three techniques using step-ahead forecasting for the test period 2011 – 2014

To provide a better understanding of the forecasting results, Figure 8.9 depicts information regarding the behavior of the expenses per month and year. It can be observed that there is not a clear trend (almost constant) in the yearly expense values (Figure 8.9a), except for the last four years 2011-2014. but an intra-year pattern as depicted in Figure 8.9b. There are months with larger expenses such as March, October, November and December; furthermore, these months have the largest variability in the expense values with exception of November. Thus, the largest RMSE error values are found on these months. The rationale of these results is that large expenses occur at the beginning of each academic semester (March and October) and close to the end of the fiscal year (November, December).
As above mentioned, the analysis and selection of the appropriate data mining technique for this dataset, as well as forecasting values can be improved by incorporating “exogenous variables”. An additional improvement to the model might be the introduction of additional data coming from other quadrants, such as analysis of information relevance (third quadrant) and usage indicators (forth quadrant).

### 8.6.2 Users clustering for selective dissemination of information

Clustering is an unsupervised data mining technique to group similar elements according to a certain criterion; commonly, the referred criterion is a distance measurement between elements. In clustering problems, there is, often, no information regarding the correctness of the cluster relationships (Mitchell, Carbonell, & Michalski, 2011). In this work, a set of library users was clustered in order to find groups with similar profiles. User profiles are expressed in terms of demographic information and user behavior patterns in the library, i.e. categories and subcategories of the borrowed books, average loan duration, academic performance and socioeconomic aspects, using knowledge area preferences as major considerations. An expected result of this exercise is to find at least as many clusters as faculties in the dataset, and that every cluster is composed by users of the same faculty. However, the real goal is to find clusters of users that share common interests and similar profiles, but belong to different faculties. These results can be used as input for the creation of library policies, as well as to increase recommendation accuracy to keep users with similar interests informed of new arrivals of library collection on specific topics.

#### 8.6.2.1 Data Preparation

The dataset used in this study was extracted from the data warehouse system implemented in ALiLA, three multidimensional models are consulted: academic, socioeconomic and lending. The available dataset contains information regarding the user profile and user behavior patterns, such as academic performance, economic income, loan durations and book category and subcategory (see Table 8.2). The relation between users and books is as follows, one user can loan many books, and a book can be borrowed by only one user at a time. The user profile regarding usage behavior was created by aggregating the book categories, and characterizing the loan duration with its mean and standard deviation.
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## Table 8.2: Variables used for clustering

<table>
<thead>
<tr>
<th>Variable</th>
<th>Multidimensional model</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faculty</td>
<td>Academic</td>
<td>Faculty to which the user belongs</td>
</tr>
<tr>
<td>School</td>
<td>Academic</td>
<td>Career to which the user belongs during that term</td>
</tr>
<tr>
<td>Academic performance</td>
<td>Academic</td>
<td>Academic performance rating: very good, good, average, and poor.</td>
</tr>
<tr>
<td>Household income</td>
<td>Socioeconomic</td>
<td>Average family income per month</td>
</tr>
<tr>
<td>Loan duration</td>
<td>Lending</td>
<td>Loan duration in hours</td>
</tr>
<tr>
<td>Category</td>
<td>Lending</td>
<td>Knowledge area of the book borrowed</td>
</tr>
</tbody>
</table>

Figure 8.10 depicts the number of users per faculty and the number of interactions with the university library. It is clear that the biggest faculties in terms of students and library transactions are Medicine and Economics & Business.

(a)

<table>
<thead>
<tr>
<th>Faculty</th>
<th>Number of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicine</td>
<td>3221</td>
</tr>
<tr>
<td>Economics &amp; Business</td>
<td>1401</td>
</tr>
<tr>
<td>Engineering</td>
<td>918</td>
</tr>
<tr>
<td>P., L. &amp; E.S.</td>
<td>902</td>
</tr>
<tr>
<td>Chemistry</td>
<td>742</td>
</tr>
<tr>
<td>Architecture &amp; Urbanism</td>
<td>669</td>
</tr>
<tr>
<td>Oral Health Sciences</td>
<td>552</td>
</tr>
<tr>
<td>Law</td>
<td>548</td>
</tr>
<tr>
<td>Psychology</td>
<td>374</td>
</tr>
<tr>
<td>T. &amp; H. M.</td>
<td>302</td>
</tr>
<tr>
<td>Agricultural Sciences</td>
<td>295</td>
</tr>
<tr>
<td>Arts</td>
<td>215</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Faculty</th>
<th>Number of transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicine</td>
<td>45024</td>
</tr>
<tr>
<td>Engineering</td>
<td>7444</td>
</tr>
<tr>
<td>Architecture &amp; Urbanism</td>
<td>6888</td>
</tr>
<tr>
<td>Economics &amp; Business</td>
<td>5673</td>
</tr>
<tr>
<td>P., L. &amp; E.S.</td>
<td>4809</td>
</tr>
<tr>
<td>Chemistry</td>
<td>4292</td>
</tr>
<tr>
<td>Oral Health Sciences</td>
<td>4134</td>
</tr>
<tr>
<td>Law</td>
<td>2627</td>
</tr>
<tr>
<td>Psychology</td>
<td>2020</td>
</tr>
<tr>
<td>Agricultural Sciences</td>
<td>1562</td>
</tr>
<tr>
<td>Arts</td>
<td>1267</td>
</tr>
<tr>
<td>T. &amp; H. M.</td>
<td>1190</td>
</tr>
</tbody>
</table>

Note: P. L.&E.S=Philosophy, Language and Educational Sciences; T. & H. M.=Tourism and Hospitality Management

**Figure 8.10:** (a) Total number of users per faculty; (b) Number of user transactions per faculty

### 8.6.2.2 Clustering Library Users

The following clustering algorithms are tested: k-means, k-means++, k-means pca, mini-batch k-means, spectral clustering and ward. K-means is a prototype-based, popular old clustering algorithm that has been widely used due to its rapid processing ability (Wu, 2012). This algorithm attempts to find k non-overlapping clusters, in which k is chosen by the user. A variation of the traditional k-means is the k-means++ algorithm, designed to improve the centroid initialization for k-means (Vassilvitskii, 2007). The mini-batch k-means, a modified version of k-means, is considered faster than former-means and it is normally used for large datasets (Sculley, 2010). This algorithm attempts to optimize clustering results by taking mini-batches, to reduce computational time, as an input, which are random subsets of the whole dataset. K-means pca is also a variation of
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the original k-means algorithm in which the cluster centroids are initialized according to the most explanatory variables in terms of variance; these values are found by applying a principal component analysis (PCA) on the original dataset; the assumption is that a strong relationship exists between the PCA subspace and the cluster centroids (Ding & He, 2004). Spectral clustering is a popular modern algorithm that is simple to implement and very often outperforms traditional clustering algorithms such as k-means (Luxburg, 2007). This algorithm relies on the eigenstructure of a matrix of point-to-point similarities (Bach & Jordan, 2004). Ward is an agglomerative hierarchical clustering algorithm that enables the clustering based on an objective similarity measure between clusters, referred to as the Ward distance (Mirkin, 2005).

Since all the clustering algorithms tested in this work require, as hyper-parameter, the number of resulting clusters, i.e. parameter \( n \), 23 cluster configurations were proved for each algorithm, with parameter \( n \) ranging from 2 to 24. Since no information about the correctness of the clustering outputs was available, a validation measure, the silhouette score, was selected to evaluate the resulting clusters. This score is calculated for every cluster by comparing its tightness and separation; the final score is the combination of the silhouette values computed for every cluster (Rousseeuw, 1987). Well-clustered elements have a score near 1, while poorly-clustered elements have a score near -1. Figure 8.11 shows the silhouette scores for the different clustering algorithms. Spectral clustering and k-means pca underperform compared to the other algorithms. The remaining algorithms have similar silhouette scores; however the best scores were achieved by ward in cluster number 20, mini-batch k-means in cluster number 16 and spectral clustering in cluster number 2.

Figure 8.11: Silhouette score of the clustering algorithms at different configurations

Note. - P. L.&E.S=Philosophy, Language and Educational Sciences; T. & H. M.=Tourism and Hospitality Management

Figure 8.12 depicts the cluster membership of the best three clustering algorithms based on their silhouette score. In this figure, the x-axis represents library users identified by faculty membership (color). Each x-position represents a different library user. The y-axis represents the cluster allocation; each y value, starting from zero, represents a cluster. The intersection of library users and cluster allocation provides a visual interpretation of the cluster distribution for the different users.
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Figure 8.12: Cluster membership grouped according to faculty of (a) spectral clustering (n=2); (b) mini-batch k-means (n=16); and, (c) ward (n=20)

There are twelve faculties in the dataset; therefore it was expected to find, at least, one cluster per faculty. The clusters found by spectral clustering (n=2) are not useful, since the biggest cluster represents almost all the dataset. Mini-batch k-means (n=16) creates four clusters with users from different faculties; however these clusters contain just a few elements. For that reason, the clustering output found by ward (n=20) was selected as the most promising clustering output.

Since the goal of the clustering analysis is to find similar users from different faculties, we do not analyze clusters with users belonging to only one faculty. Clusters with users of the same faculty are natural user divisions; therefore they do not provide opportunities to find interesting new patterns. An intra-cluster analysis was performed to better understand the existing pattern in a given cluster.
To demonstrate the use of clustering techniques in this dataset, the intra-cluster analysis focuses on the clustering results obtained by ward (n=20), specifically cluster number 14. As can be seen in Note. P. L.& E.S=Philosophy, Language and Educational Sciences; T. & H. M.=Tourism and Hospitality Management

Figure 8.12, the referred cluster consists of users from different faculties, and where the share of users is representative.

For the intra-cluster analysis, firstly cluster statistics are analyzed. As can be seen in Figure 8.13a, users mostly come from the faculties of Medicine, Engineering, and Philosophy, Language and Educational Sciences. This, in fact, is an interesting cluster since users have very different backgrounds. Figure 8.13b-c provide information about the distribution in terms of income and loan duration. These two figures do not surprise, as they report average values, i.e. average income and average loan duration, even when compared to other clusters. Finally, Figure 8.13d shows the academic performance of users that belong to this cluster. As can be seen, the academic performance of the most of users is rather low.

The final part of the performed clustering analysis is to find patterns in the topics of interest based on the books borrowed by users. Every book in the library has associated one category and subcategory. In ALiLA, this classification is given by the Dewey Decimal Classification (DDC). DDC is the most widely used classification system, it divides knowledge disciplines or fields of study into ten main classes, as follows: 000 Computer science, information and general works, 100 Philosophy and psychology, 200 Religion, 300 Social sciences, 400 Language, 500 Science, 600 Technology, 700 Arts & recreation, 800 Literature, and 900 History and geography (Dewey, 2011).
Figure 8.14a-b depicts the categories and subcategories that the clustered users were interested in. For a better understanding, the structure of the plots shown in Figure 8.14 can be seen as a matrix whose cells can have only binary values, i.e. present (color), absent (white). Every column represents a user’s interest in certain categories or subcategories. Finally, every row represents one category or subcategory. If a cell has a white color background, the corresponding user was not interested in the corresponding category or subcategory. In the analyzed cluster, all users were interested in the Computer science category. Additionally, users were also interested in Social sciences and Science. To be more precise, Figure 8.14b provides information about the subcategories where users have common interests. Here, the dominant subcategory is Computer science, information & general works, which, according to the Dewey system, entails Computer science topics and programming languages. The second dominant category is Medicine. Even though most of the users in this cluster come from the faculty of Medicine, this result is still interesting, since the distribution of that subcategory is across users from different faculties. To a lesser extent, subcategories such as Mathematics, Biology and Social sciences are also present across the users in this cluster; however, their distributions are sparser.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Literature</th>
<th>History and geography</th>
<th>Philosophy and psychology</th>
<th>Social sciences</th>
<th>CS, I &amp; GW †</th>
<th>Science</th>
<th>Arts and recreation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management &amp; auxiliary services</td>
<td>Chemistry</td>
<td>Serial publications</td>
<td>Psychology</td>
<td>News media, journalism &amp; publishing</td>
<td>Not registered</td>
<td>Medicine &amp; health</td>
<td>Mathematics</td>
</tr>
<tr>
<td>Engineering &amp; Applied operations</td>
<td>CS, I &amp; GW †</td>
<td>Physics</td>
<td>Biology</td>
<td>Social sciences</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

† CS, I & GW = Computer science, information and general works

Figure 8.14: User behavior in terms of topics of interest per faculty for cluster 14, ward (n=20); (a) user interests in terms of categories; (b) user interests in terms of subcategories

The analysis of cluster 14 produced by ward (n=20) shows that their users are heavily interested by technical subjects. This type of clusters can be used as input for a more in-depth analysis in order to ensemble, for instance, a multidisciplinary team to perform research activities.
8.6.3 Predicting factors that affect student academic performance

Once again, the predictive capabilities of data mining can be used now to predict student academic performance based in several factors such as library usage, academic and socio-economic profiles by means of a classification task. In machine learning, classification is a supervised task aimed to be used as a mapping function (classifier) of multi-dimensional observations into a finite number of output classes. The classifier is created from labeled data, i.e. training data, to maximize the correct assignment of predicted labels and ground truth. For the sake of simplicity, the academic performance is evaluated based on a pass/fail basis, and thus characterized as a binary problem. Even though there are different academic performance scales, such as very poor, poor, average, good and very good, a binary problem seems more suitable for the available dataset, since the academic performance depends on many factors like academic teaching skills, students’ attitudes and aptitude, and student attendance (Cox & Jantti, 2012), which are not considered in this study.

8.6.3.1 Data preparation

The same as for clustering, the dataset used in this exercise was extracted from the data warehouse system implemented in ALiLA, three multidimensional models are consulted: academic, socioeconomic and lending. The available dataset contains information regarding the user profile and user behavior patterns, such as academic performance, economic income, loan durations and book category and subcategory (Table 8.3). For the classification process, data from the academic year September 2013 – August 2014 are used, that is semester September 2013 – February 2014 and semester March 2014 – August 2014. In addition, users, who have less than three library transactions, are filtered out.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Multidimensional model</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faculty</td>
<td>Academic</td>
<td>Faculty to which the user belongs</td>
</tr>
<tr>
<td>School</td>
<td>Academic</td>
<td>Career to which the user belongs during that term</td>
</tr>
<tr>
<td>Household income</td>
<td>Socioeconomic</td>
<td>Average family income per month</td>
</tr>
<tr>
<td>Loan duration</td>
<td>Lending</td>
<td>Loan duration in hours</td>
</tr>
<tr>
<td>Category</td>
<td>Lending</td>
<td>Knowledge area of the book borrowed</td>
</tr>
<tr>
<td>Subcategory</td>
<td>Lending</td>
<td>Subcategory knowledge area of the book borrowed</td>
</tr>
</tbody>
</table>

As mentioned before, the output variable for the classification model is the academic performance. This is a binary variable, which was created by merging the states very poor and poor as class fail, and average, good and very good as class pass. The input variables were standardized in a way that every variable has zero mean and unit variance.

As in the forcasting exercise, a SVM model was selected to test the feasibility and accuracy of the model given the input data. The first analysis was performed on the whole dataset, which includes all faculties and careers, and the second analysis was performed on the "Medicine and Surgery" career, since it has the most number of users.

8.6.3.2 Impact of libraries in academic performance

The analysis of library students, in terms of loan duration and income, shows that there is not a clear difference in their statistical distributions Figure 8.15a and Figure 8.15b). This provides evidence that these variables are not likely to be well suited to separate the output classes on the model. In addition, Figure 8.15c shows that, in general, there are 34.32% more students passing than students failing. Therefore, this is an unbalanced binary classification problem.
A correlation analysis, by means of the Pearson coefficient, was performed on the input variables with respect to the output variable. As can be seen in Table 8.4, just few variables had a correlation value \( r \) different than zero, and at the same time, statistically significant. The largest correlation was found on the variable career \( (r = 0.104) \). This supports the idea that every career has its own methodology to grade students.

### Table 8.4: Correlation of variables including their p-value

<table>
<thead>
<tr>
<th>Variable</th>
<th>( r )</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_transactions</td>
<td>0.050</td>
<td>0.029</td>
</tr>
<tr>
<td>income</td>
<td>0.081</td>
<td>0.000</td>
</tr>
<tr>
<td>avg_loan</td>
<td>-0.075</td>
<td>0.001</td>
</tr>
<tr>
<td>std_loan</td>
<td>-0.064</td>
<td>0.005</td>
</tr>
<tr>
<td>technology</td>
<td>0.046</td>
<td>0.047</td>
</tr>
<tr>
<td>career</td>
<td>0.104</td>
<td>0.000</td>
</tr>
</tbody>
</table>

In order to exhibit, in a graphical form, how separable the two output classes are in the classification problem, two plots, i.e., parallel coordinates (Heinrich & Weiskopf, 2012) and Andrews curves (Andrews, 1972), are shown in Figure 8.16. The parallel coordinates plot aims to visualize high dimensional data. For this work, the coordinates chosen were the ones with the highest correlation factors. Another useful plot to visualize high dimensional data is Andrews curves plot. This plot is aimed to reveal structure on the dataset; for this purpose, every data point \( x_i = (x_1, \ldots, x_k) \) with dimension \( k \) defines a finite Fourier series:

\[
f_x(t) = \frac{x_1}{\sqrt{2}} + x_2 \sin(t) + x_3 \cos(t) + x_4 \sin(2t) + x_5 \cos(2t) + \cdots
\]

This function is plotted on the range \(-\pi < t < \pi\). Thus, every data point is represented as a line in the mentioned range. When the observations represented by the input variables are easy to separate into output classes, their colored lines follow a pattern such that, visually, their separation becomes trivial. As can be seen in Figure 8.16, there is a very limited structure on the dataset. This reinforces the idea that the separability between the two classes is not trivial and, therefore, non-linear.
In the training phase, the hyper-parameters were found by a ten-fold cross-validation on the training set. Then, the quality assessment was performed on the testing dataset. In this phase, 70% of the dataset was used for training, and the rest for testing. The hyper-parameters were found by a grid search process. Additionally, since the two classes, i.e. pass and fail, are unbalanced, the class weights were computed according to the number of elements on each class.

The first approach to train the model was to find the SVM hyper-parameters by maximizing the accuracy \( \text{Acc} = \frac{T_p + T_n}{T_p + T_n + F_p + F_n} \), where \( T_p \) is the amount of instances of class fail correctly classified, \( T_n \) is similar to \( T_p \) but for the class pass, \( F_p \) represents the amount of instances classified as class fail that actually belongs to class pass, \( F_n \) is similar to \( F_p \) but for class pass. This is the classical approach in classification problems, however it was not possible to obtain an accuracy higher than 59% on the test set. For this reason, we then focused on the single classes in order to have good predictive results. After some experiments, we found that it is possible to have good results on the class pass by training the algorithm to maximize the precision on this class. The precision is given by \( \text{Precision} = \frac{T_p}{T_p + F_p} \).

The accuracy on the training set was equal to 66% (+/-0.09). For a better insight on the prediction results, Table 8.5 shows the most important classification metrics on the training set. Here, the precision on the class pass is the most relevant result (71%). The accuracy on the testing set was equal to 59%, and the remaining classification metrics are shown in Table 8.6. On the test set, the precision on the class pass was 69%. Since the classification metrics are similar between the training and testing datasets, it is possible to state that the training phase was performed correctly and there were not overfitting issues. The classification results on the testing dataset suggests that the model is not suitable to predict accurately whether a library user will pass or not given its user profile and information regarding library usage. Another important aspect to stress is that the model is able to find only 61% (recall) of the users that pass, however there is a high certainty (69% precision) that the library users actually passes. In other words, the model is able to find a representative fraction of library users that pass with a relative high certainty. For a complete view of the classification results, Table 8.7 shows the confusion matrix of the testing set.
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Table 8.5: Classification results for the training set

<table>
<thead>
<tr>
<th>Variable</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fail</td>
<td>0.54</td>
<td>0.62</td>
<td>0.58</td>
<td>537</td>
</tr>
<tr>
<td>Pass</td>
<td>0.71</td>
<td>0.64</td>
<td>0.67</td>
<td>790</td>
</tr>
<tr>
<td>Avg/Total</td>
<td>0.64</td>
<td>0.63</td>
<td>0.63</td>
<td>1327</td>
</tr>
</tbody>
</table>

Table 8.6: Classification results for the testing set

<table>
<thead>
<tr>
<th>Variable</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fail</td>
<td>0.46</td>
<td>0.55</td>
<td>0.50</td>
<td>215</td>
</tr>
<tr>
<td>Pass</td>
<td>0.69</td>
<td>0.61</td>
<td>0.65</td>
<td>355</td>
</tr>
<tr>
<td>Avg/Total</td>
<td>0.60</td>
<td>0.59</td>
<td>0.59</td>
<td>570</td>
</tr>
</tbody>
</table>

Table 8.7: Confusion Matrix for the binary classification model on the testing set

<table>
<thead>
<tr>
<th>Actual/Predicted</th>
<th>Fail</th>
<th>Pass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fail</td>
<td>118</td>
<td>97</td>
</tr>
<tr>
<td>Pass</td>
<td>139</td>
<td>216</td>
</tr>
</tbody>
</table>

The final classification exercise was performed on the Medicine career, since this is the career with the most significant number of library users. As shown in Figure 8.17a, the distribution of loan durations of both classes is very similar. This does not hold when comparing the distributions of incomes (Figure 8.17b). The library users with higher income have more chances to pass. Furthermore, the classes are imbalanced; there are 50.7% more library users that pass than fails, as depicted in Figure 8.17c.

![Figure 8.17: Statistics of the career of Medicine and Surgery: a) income; b) loan duration; c) academic performance](image)

The correlation analysis on the input variables (Table 8.8) show similar results as the ones found by using the whole dataset (Table 8.4); however, there is a very low correlation and, in some cases, small statistical significance.
Table 8.8: Correlation of variables including their p-value

<table>
<thead>
<tr>
<th>Variable</th>
<th>r</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>income</td>
<td>0.093</td>
<td>0.015</td>
</tr>
<tr>
<td>languages</td>
<td>0.013</td>
<td>0.732</td>
</tr>
<tr>
<td>std_loan</td>
<td>0.011</td>
<td>0.779</td>
</tr>
<tr>
<td>n_transactions</td>
<td>0.009</td>
<td>0.822</td>
</tr>
<tr>
<td>avg_loan</td>
<td>-0.028</td>
<td>0.460</td>
</tr>
<tr>
<td>technology</td>
<td>-0.067</td>
<td>0.079</td>
</tr>
</tbody>
</table>

A graphical representation of the dataset is shown in Figure 8.18. As in the case of the full dataset, it is not possible to find a clear structure on the dataset.

Figure 8.18: High dimensional visualization of the Medicine dataset. (a) parallel coordinates. (b) Andrews curves

The classification phase was performed with the same methodology as explained for the complete dataset. The model was trained to maximize the precision on the class pass, since, as in the previous case, it is more likely to have better classification results. Similarly, the training period was performed taking into account the unbalance of classes; consequently, giving different class weights to them.

The accuracy on the training set was 58% (+/- 0.14), and for the testing set 50%. Table 8.9 shows the classification metrics for the two classes on the test set. The model was able to find 47% of the library users that actually passed (recall) with a certainty of 76% (precision). These results outperform the ones found by using the whole dataset, since the precision is higher, i.e. there is more certainty that library users predicted to pass, in fact passed. Finally, the confusion matrix of the classification results on the test set are shown in Table 8.10.

Table 8.9: Classification results for the testing set

<table>
<thead>
<tr>
<th>Variable</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fail</td>
<td>0.29</td>
<td>0.58</td>
<td>0.38</td>
<td>55</td>
</tr>
<tr>
<td>Pass</td>
<td>0.76</td>
<td>0.47</td>
<td>0.58</td>
<td>151</td>
</tr>
<tr>
<td>Avg/Total</td>
<td>0.63</td>
<td>0.50</td>
<td>0.53</td>
<td>206</td>
</tr>
</tbody>
</table>
Table 8.10: Confusion Matrix for the Binary Classification Model on the training set

<table>
<thead>
<tr>
<th>Actual/Predicted</th>
<th>Fail</th>
<th>Pass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fail</td>
<td>32</td>
<td>23</td>
</tr>
<tr>
<td>Pass</td>
<td>80</td>
<td>71</td>
</tr>
</tbody>
</table>

No notable associations were found among socioeconomic background, library usage, and academic performance; although, family income factors may affect student academic performance, since it was found that library users with higher income have more chances to pass. For the institution, these type of findings can support the development of library services to target specific student groups on the basis that higher library usage may lead to improved academic performance. In addition, this experimental study describes a research design that is replicable in other libraries and contributes to library usage and learning analytics literature.

The preliminary findings of this experimental study provide basis for further investigation on this topic and demonstrate how institutional data can be combined to examine library usage and academic performance at a single institution. Undergraduate students and library usage data were analyzed to identify results that suggested associations or relations between library usage and academic performance.

8.7 Conclusions

Based on a holistic evaluation framework for data collection and an integrated decision support system based on a DW architecture implemented in an academic library in Latin America, this study presents an experimental use of data mining techniques for library decision-making. To this end, algorithms of regression, clustering and classification have been applied to the case study in the following manner: 1) predicting the future investment in library development; 2) finding clusters of users that share common interests and similar profiles, but belong to different faculties; 3) predicting library factors that affect student academic performance by analyzing possible correlations of library usage and academic performance. Despite its experimental character, the reported research shows that the use of data mining techniques utilizing as a basis a holistic approach for data input, can provide the data-based justification for identified library needs, or the appropriateness of particular decisions. The most important implication of this exercise is that having as a baseline the holistic framework and the iDSS architecture, the study demonstrates the potential to apply data mining techniques to the integrated framework in order to understand the entire library system. There are, however, some considerations to be taken into account, mainly regarding the quality and effectiveness of the results, which depend to a great extent on the availability of relevant information and the quality of data... the more data are provided; the more accurate results will be obtained.

In the future, recommendations improving the accuracy of the results, implementing more advanced data mining techniques such as association algorithms, or tackling other quadrants of the holistic evaluation framework should be considered.
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Chapter 9: Towards an optimization model for resource allocation in libraries

Siguenza-Guzman, L., Vanegas, P., V., & Cattrysse, D. Towards an optimization model for resource allocation based on holistic criteria. [Article in preparation]

“Cutting libraries during a recession is like cutting hospitals during a plague.”

Eleanor Crumblehulme

This chapter documents early experiences of developing an optimal resource allocation model for distributing resources among different services and collection of a library. Specifically, this document addresses the problem of allocating funds for journal collections among divisions of an academic library. An optimization model for the problem is described with an objective of maximizing the usage of the journal collection over all library divisions subject to a single collection budget. To quantify usage, the study utilizes a combination of methodologies, that is, publishing patterns, citation analysis, and vendor-supplied statistics. An application of this model to an academic library in Belgium is presented as example of analysis.

Contributions of the first author

The first author’s contributions are: introduction, theoretical background, related work, resource allocation model, and conclusions.
9.1 Introduction

Budget allocation is a core problem faced by all academic libraries independent of their size and of their funding mechanism, i.e., public or private (Arora & Klabjan, 2002). In fact, libraries in recent years have been threatened by tightened budget constraints (Sudarsan, 2006a; McKendrick, 2011; Guarria & Wang, 2011). This tendency stems from library services usually perceived as “free of charge” but in reality, not free of costs and strongly depends on institutional funding (Stouthuyse, Swiggers, Reheul, & Roodhooft, 2010). Moreover, although the migration of physical to digital environments has facilitated managing information and allowed the access to a number of digital journals and e-books; it has also contributed to escalating collection costs, as well as an increase in the complexity of budgeting models and resource allocation processes (Chan, 2008; Guarria, 2009; Poll, 2001). For instance, one of the problems with a subscription-based digital library collection and patron-driven acquisition is the variability of their yearly prices, which has rapidly risen in the last years (Allen Press, Inc., 2012). In fact, the most alarming trend in the academic library environment is the increase of information resource expenditures (Blake Gonzalez, 2011). Chan (2008) affirms that digital resource expenditures had a yearly average growth of 25%, while library budgets only had an average annual growth of 2.3%. These economic constraints result in a tremendous financial pressure for library directors, whom are required to shift budgeting and spending priorities (Blake Gonzalez, 2011). As a consequence, several decisions have been made, such as cutting collection budgets, eliminating budgets for travels or conferences, freezing salaries, and finding new ways to fund programs (Sudarsan, 2006, McKendrick 2011).

In the current environment characterized by e-content revolution, technological advances, and ever-shrinking budgets, libraries are urged to identify efficient methods to allocate limited resources to collection and services that will provide the most benefit to users. Libraries more than ever must evolve and continue to demonstrate their relevance to institution management who face difficulties understanding the new roles, cost and value of good libraries (ACRL Research Planning and Review Committee, 2012, 2013). To do so, libraries have increased focus on assessment of outcomes over inputs and placed emphasis in demonstrating that these outcomes are having an impact on academic libraries and parent institutions. Libraries are also increasing their understanding of their users, collection and services, and related costs in order to justify resource requirements. Because of limited funding, library administrators are assessing the best ways to allocate their resources, how to redefine themselves, and reengineer their budget strategies.

In this context, budget allocation decisions for academic libraries become fairly important, but nevertheless a complex and difficult process, due to the diversity of constraints, data sources and formats required to be analyzed prior to decision-making, as well as the lack of efficient methods of integration (Kao, Chang, & Lin, 2003; Wu, 2003). Although many resource allocation approaches have been developed, most of them have mainly focused on the distribution of money for either physical or digital collections. There is also a lack of awareness on embracing different perspectives from heterogeneous stakeholders such as researchers, developers, administrators, librarians, and general users (Zhang, 2010). Therefore, scientific approaches on how to allocate limited resources among shifting collections and dynamic services become essential for libraries. The objective of this study is to document early experiences in developing an optimal resource allocation model for distributing funds among different services of a library system utilizing a holistic framework as data input. The remainder of this article will proceed as follows: the next section provides an
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overview of the theoretical background, followed by a description of the methodology in the section after. The final section presents some concluding remarks and recommendations for future work.

9.2 Theoretical Background

In this section, the theoretical framework of the study is outlined with a summary of the literature review on the main aspects covered: holistic approach for data input, resource allocation and budgeting.

9.2.1 Holistic Approach for Data Input

David J. Ernst and Peter Segall (1995) state that institutions in challenging contexts and with limited budgets are called to develop strategic and well-coordinated budgeting plans by means of “holistic approaches”. The objective of a holistic approach is to help organizations define a set of measures that reflect their objectives and to assess their performance appropriately (Matthews, 2011). This holistic approach requires interconnecting all necessary components to evaluate the impact of limited resources in the whole institution, and then prioritize and optimize resource allocation in library services and collection. Many resource allocation approaches have been proposed; however, most of them mainly focus on economic allocation for either physical or digital collections separately. To the extent of our knowledge, the most complete approach to evaluate libraries from an holistic perspective is given by Scott Nicholson (2004). The author proposes a theoretical analysis framework to support libraries in gaining a more thorough and comprehensive understanding of their users and services for both digital and physical services. This theoretical analysis framework is based on a two-dimensional evaluation matrix, in which columns represent the topic: library system and use, and rows represent the perspective of the library system and users.

Due to the ease of understanding, completeness, and applicability to both physical and digital resources, Siguenza Guzman, L., Van den Abbeele, A., Vandewalle, J., Verhaaren, H., and Cattrysse, D. (2015) adopted this framework as an input to an integrated decision support system. The main characteristics of each quadrant and the methodologies proposed by Nicholson and Siguenza-Guzman et al., shown in Figure 9.1 are described hereinafter. The first quadrant corresponds to the internal perspective of the library system that is to analyze the library performance, costs incurred, and resources consumed by library services. For that purpose, three costing system approaches are analyzed: traditional, activity-based, and time-driven activity-based, recommending the latter. The second quadrant evaluates the external perspective of the library system. Users’ perception about services quality is judged in this quadrant. To do so, one of the following methods is recommended: statistics gathering suggestion boxes, Web usability testing, user interface usability, and satisfaction surveys. The third quadrant analyses the external perspective of the library collection that is to evaluate the impact of the current library collection on its users. A combination of the following three methods is proposed: citation analysis, vendor-supplied statistics, and citation databases. Eventually, the fourth quadrant evaluates the internal perspective of the library collection. The usage patterns followed to manipulate the library collection are analyzed. For this purpose, it is suggested to use log analysis methods such as transaction log analysis and deep log analysis. An overview of the proposed holistic evaluation framework is shown in Figure 9.1.
The resulting framework, as observed in Figure 9.1, requires retrieving and integrating information from various sources in order to be used in an adequate resource allocation process. By utilizing this simple but at the same time powerful framework for standardizing data input, this study ensures that the subsequent resource allocation efforts cover all library aspects in a comprehensive manner.

### 9.2.2 Resource allocation

Resource allocation, according to Barbara Blake Gonzalez (2011), is simply the most complex process of decision-making. In libraries, William B. Rouse (1975) argues that resource allocation can be performed in several levels. For instance, priorities within services or processes are defined on the lowest level, such as the number of librarians or computers for the reference services. At the intermediate level, the decisions are among the different services or processes. In this stage the concerns are about how to deal with the competition of resources, such as collection versus staff. The highest level relates to the competition between the library and other institutional departments. The objective in each stage of resource allocation is to assign funds in the most effective way in order to accomplish the objectives of the institution (Bookstein, 1974; Rouse, 1975).

The first step in any resource allocation process is defining performance indicators. The aim of a performance measurement is to assess the quality and effectiveness of services and collection provided by a library, as well as to assess the efficiency of resources allocated to such services and collection (Poll, 2001). Classic examples of library performance indicators are: availability of requested titles, collection turnover, and facility availability. Once a performance measure is defined for each of the services or activities, and a method for predicting changes in performance due to changes in resources is established, the next step is to consider optimizing the overall performance. For this purpose, an optimization criterion is required. To this end, it is necessary to involve the manager’s decision-making criterion. This criterion will measure the different performance indicators based on the manager preference. Finally, an optimal resource allocation model is necessary to be defined, which maximizes the decision-maker’s relative preferences for the measured performance (Rouse, 1975).

Although many resource allocation models can be found in literature, resource allocation decisions at most academic libraries are made using ad hoc approaches rather than attempting to model
decision-making criteria (Arora & Klabjan, 2002). Generally, funds for library collection development are allocated based on historical spending patterns and in some cases based on their own library priorities. In this way, libraries in many occasions have failed to answer the question of why more resources are allocated to one department collection than another. This historical spending pattern favors certain traditional academic departments and knowledge areas and negatively affects other newer and emerging departments within institutions. Additional elements in economic decision-making include strategic planning and budgeting. In turn, Bowen (1971) argues that planning and budgeting should be a closely integrated process.

9.2.3 Budgeting

A budget is an indispensable tool for management when aligning resource allocation with an institution’s priorities. Unfortunately, budgeting is always a complex process since it has to deal with limited resources and growing requirements (Linn, 2007; Wise & Perushek, 1996). A budgeting process, unlike resource allocation, is usually a “top down” approach, as this is mostly directed by economic conditions and institution priorities expressed by both institutional authorities and library administrators. Typical budgeting activities involve: planning, control, coordination, communication, and prioritization of resource allocation. Academic libraries in particular struggle to make budget decisions in a time of scarce resources, dealing with budgets that tend to decrease or in the better case remain constant. In addition, aspects like inflation, new information requirements, and increased cost of materials make the library budgeting process rather difficult (Chan, 2008; Sudarsan, 2006).

Librarians have been investigating the best approach to allocate funds to their collection for a long time now. As a result, many budgeting system approaches to allocate resources can be found in literature, as for example: incremental line-item, formula based, mathematical decision model based, zero-based, program based, performance-based, responsibility center based, block-incremental based, and initiative-based budgeting (Linn, 2007). The main characteristics of these models are summarized in Table 9.1. In academic libraries, these budgeting systems are often mixed, incorporating two or more of these budgeting strategies (Blake Gonzalez, 2011; Linn, 2007). This combination is applied, for example, because one method can be used externally when requesting for funds and a different method can be used when distributing those funds internally. When considering these various options it is wise to keep in mind Green and Monical’s (1985) remark, “There are probably as many different ways of allocating resources in institutions of higher education as there are presidents of these institutions”.

9.3 Budgeting in university libraries

Many approaches to support library decision-making for budget allocation have been proposed in literature. The methods used to support allocation decisions mostly include: formula-based models (Lowry, 1992; Niemeyer, Lawson, Millen, & Slattery, 1993; Bourgeois, Cohen, Dix, & Natesan, 1998), statistic-based models (Wu, 2003), goal-programming-based paradigms (Wise & Perushek, 1996, 2000), integer programming models (Smith, 1981), linear programming models (Goyal, 1973; Gleeson & Ottensmann, 1994; Arora & Klabjan, 2002; Abu Bakar, Rahman, & Yusop, 2011), queuing networks (Rouse, 1975, 1976; Smith, 1981), and performance-based models (Sudarsan, 2006).
Table 9.1: Definition, advantages and disadvantages of the budget system approach (Linn, 2007; Blake Gonzalez, 2011)

<table>
<thead>
<tr>
<th>Budget Approach</th>
<th>Definition</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incremental line-item budgeting</td>
<td>Increase and decrease the budget equal for all units on a percentile basis.</td>
<td>- Widely used.</td>
<td>- Static: strategic changes cannot be made to the budget without breaking its incremental nature.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Tends to create the least amount of conflict during the process.</td>
<td>- Poor system to be used during a period of change.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Relatively easy to create and to allocate money.</td>
<td></td>
</tr>
<tr>
<td>Formula budgeting</td>
<td>Allocation of resources based on estimations of costs and applying one or more mathematical formulas.</td>
<td>- Relatively easy for the director in order to predict the amount of money that will be allocated.</td>
<td>- Its rigidity makes it unlikely to foster innovative practices or new programs.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- Lacks the flexibility needed when changes are made to the organization’s mission.</td>
</tr>
<tr>
<td>Mathematical decision model-based budgeting</td>
<td>Created to help college administrators allocate money by using complicated computer models.</td>
<td>- Effective model to determine the resources required for various needs.</td>
<td>- The time that is needed to be invested is excessively long.</td>
</tr>
<tr>
<td>Zero-based budgeting</td>
<td>Budget system aimed at aligning expenditures with real and emerging needs. Its main characteristic is that the budget has to be entirely justified each year.</td>
<td>- Helpful tool when deciding how to allocate the funds among the units Plots out those expenses that are no longer necessary. Possibility of creation of modified versions related to this approach.</td>
<td>- Takes a great deal of time to do the work that this system requires.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Relatively easy to determine which programs are the least cost effective.</td>
<td>- More likely to be instituted during a time of fiscal retrenchment rather than growth.</td>
</tr>
<tr>
<td>Program-based budgeting</td>
<td>Creation of budgets for particular programs instead of an entire department. Funds are allocated towards goal achievement/outputs via programs.</td>
<td></td>
<td>- Hard to evaluate the outputs. Quality of the services provided is not considered.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- One must not only determine the costs and benefits of the various program options but also their comparative importance.</td>
</tr>
<tr>
<td>Performance-based budgeting</td>
<td>Focusses on outcomes rather than outputs. Focusses on activities that produce results. Strives to allocate resources on anticipated results.</td>
<td>- Easy not only to track the cost of each library service but also to determine its efficiency.</td>
<td>- Difficult to trace back to the individuals units that helped to bring the outputs.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- There is not a common criterion regarding what the higher education outcomes should be.</td>
</tr>
<tr>
<td>Responsibility center-based budgeting</td>
<td>Based on the principle that each unit must generate income equal or greater than what funds are expended.</td>
<td>- It forces units to pay for everything they use and to be paid for what they supply.</td>
<td>- It can hamper cross-disciplinary work since each unit is so independent.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- There is the definite risk that costly redundancies within the greater institution may develop.</td>
</tr>
<tr>
<td>Block-incremental-based budgeting</td>
<td>An alternative to responsibility center-based. The spending part of the budget is decentralized, while the central administration more tightly controls the income.</td>
<td>- Unit heads have the flexibility to shift spending to where they think it is needed most.</td>
<td>- A unit’s budget may grow incrementally but its various budget lines may not.</td>
</tr>
<tr>
<td>Initiative-based budgeting</td>
<td>An organized way of creating a pool of money for funding new initiatives</td>
<td>- Forces units to reevaluate their activities to make sure that all of them are still needed.</td>
<td>- It cannot be used indefinitely.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- It forces units to give back a certain percentage of their base budget.</td>
</tr>
</tbody>
</table>
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The most popular approaches are the formula-based (Lowry, 1992; Niemeyer et al., 1993; Bourgeois et al., 1998). Lowry (1992) provides a matrix formula that allocates funds for monographs and serials based on disciplinary needs and publishing patterns. This formula is the result of a cooperative effort of four institutions in the United States. The matrix formula utilizes twelve variables to perform its calculations, including, among others, credit hours, library usage, publication index, and books and serials costs. Niemeyer et al. (1993) report an experiment with materials budgeting using a formula that uses factors as: average costs of books and periodicals, number of titles available, number of faculty, and number of credit hours generated and degrees awarded. Bourgeois et al. (1998) improve an old formula-approach utilized for budget departmental allocation at the Southwest Texas State University Library by considering several factors, such as semester credit hours, number of students, degree programs and courses, and library usage rate. In these formula-based approaches, the allocation is determined proportionally based on selected factors that normally include library usage, collection costs, and academic features.

There have been algorithms based on programming techniques as well. Wise and Perushek (1996, 2000) utilize goal programming to allocate academic library's acquisitions funds based on the achievement of the library's goals and objectives. To this end, the model defines a set of goals, and then assigns a priority and a weight to each goal. The authors report a drawback of this model on its ability to deal only with a limited number of goals. Smith (1981) utilizes queuing networks, mixed integer programming, and expected utility theory to model the library building programming problem. The model utilizes a sample case study in the Champaign Public Library to allocate resources such as space, equipment, and staff to the card catalog and reference/information center of the library. The most popular programming-based approach is the linear system. Goyal (1973) describes the linear programming approach as a solution to the problem of allocation of funds to different university departments for purchasing books and journals. The model is based on a measure of the social benefits due to the allocated funds in a department, e.g., importance to the university and society and importance based on the size of the department. Gleeson and Ottensmann (1994) report a decision-support system that among its modules includes one for budget allocation. This module solves a continuous knapsack problem to calculate trial budgets. Librarians iteratively evaluate the trial budgets until the allocation is deemed satisfactory. Gleeson and Ottensmann's model, similar to the approach of Arora and Klabjan, is usage-based and utilizes forecasting to estimate monographs use. Arora and Klabjan (2002) address the problem of allocating funds for acquisition of periodicals among interrelated units at the Urbana-Champaign Library. Ho et al. (2010) formulate a linear programming problem with regard to materials budget allocation by using discrete particle swarm optimization to acquire optimal or near optimal solutions. The objective of the model is to maximize the average preferences of materials selection subjected to the constraints of material costs and required amounts in specified categories. Abu Bakar et al. (2011) suggest a budget allocation model that considers a balance between continuing commitment and new initiatives, between resources to support undergraduate learning and resources to support graduate work and research, and between subject disciplines. The approach's objective is to maximize the purchases subjected to budget allocated for books and journals.

Other approaches for allocation decisions include queuing networks and performance-based models. Rouse (1975) develops a procedure for optimal allocation of resources among processes of the Library Wessel at Tufts University by means of queuing theory. The model maximizes the
expected value of the decision makers’ utility. Furthermore, Rouse (1976) utilizes a hypothetical network situation to characterize the performance of an interlibrary loan network by means of the probability of satisfying a request, delay in satisfying a request, total and unit costs, and processing load on each network number. Sudarsan (2006) develops a performance-based allocation model for university libraries in India. The model has two components, a base and an incremental component; the variables in the model are based on the number of students.

9.4 Towards a resource allocation model

This section begins to develop a metric to evaluate performance in a holistic manner and then to develop the corresponding model to optimize this metric for allocating resources in an academic library. More specifically, an allocation model is described that addresses the problem of allocating funds for journal collection among different divisions of an academic library in Belgium.

9.4.1 Case Study

The academic library under study is considered as one of the largest and most modern libraries into the areas of science and engineering in Belgium. It has a collection of one million books and reference works and additionally offers electronic and multimedia facilities. This academic library provides its services to the faculties of science, engineering, bioscience engineering, kinesiology, and rehabilitation sciences. The main library collection consists of two sections: a core and a research collection, organized in six clusters or divisions. To improve cost efficiency and effectiveness, this library has been forced to implement new strategies to deliver its services, such as the use of new technologies, improving access to e-journals and databases, automation of repetitive processes, and deployment of new digital and physical services. However, library budget cuts urge library management to keep improving its understanding and selection of the information collected for budget decision making. In order to maximize access to research information, this library currently tries to ensure access to the relevant top 20 journals per knowledge area\(^\text{17}\). Although, this current approach is advantageous because in some ways “facilitates” the allocation decision, and ensures access to the most significant recent thinking in the field; this approach is quite limited in terms of finances, since it can give the impression that price does not matter. An additional limitation of this approach is that it is not personalized to the local information needs.

9.4.2 Usage analysis

As a first approach, the resource allocation model assumes that the academic library has a single budget for journal collection that has to be allocated to several knowledge areas. The objective of the model is to distribute funds across different library divisions in a way that the usage of journal collection is maximized. To this end, the present study follows the methodology employed by Anish Arora and Diego Klabjan (2002) to allocate funds for acquisition of periodicals among several units of an academic library. This approach presents several challenges. The first challenge to be addressed is how to quantify usage. According to Siguenza-Guzman et al. (2015), usage in a digital

\(^{17}\) https://bib.kuleuven.be/2bergen/cba/2bergen/missie-visie-en-strategische-doelstellingen-voor-de-bibliotheken-cba-en-biomedische-bibliotheek
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environment can be measured using transaction and deep log analysis. Unfortunately, to date, no studies have assessed usage behavior in this academic library (Siguenza-Guzman et al., 2013). Consequently, alternative measures of usage are taken into consideration, such as to evaluate the third quadrant of the holistic matrix, i.e., the usefulness of the library collection. To do so, a combination of citation analysis, vendor-supplied statistics, and citation databases, such as PubMed, Scopus, Web of Science, and Scopus are used.

Data used by this model is obtained from an internal project that combines these three methodologies (Siguenza-Guzman et al., 2013). This project analyzes more than 1,200 PhD theses submitted over a six-year period (2005-2010). These theses correspond to research conducted in 13 departments of Science, Engineering and Agriculture at KU Leuven. To this end, the study first collected in a database all references cited in each PhD thesis. In parallel, a second database was created gathering information about the publishing patterns of PhD researchers. This second database determined the most attractive journals where departments choose to publish, as well as verifying whether these journals correlated with the citations used as reference. A third database was used to collect the vendor-supplied statistics of all journals downloaded during the period 2005-2010. These electronic journal usage data were received from COUNTER-compliant publishers as part of the subscription contract. The Counting Online Usage of NeTworked Electronic Resources (COUNTER) standards are an internationally accepted initiative that facilitates the recording and exchange of online usage data in a consistent, credible, and compatible manner (COUNTER, 2013). This third database verifies the correlation among the citations patterns, publishing patterns, and journals downloaded. The information collected in these three databases is also used to test an additional correlation with the 5-year Impact Factor (IF) of the Journal Citation Reports (JCR) produced by Thomson ISI Web of Knowledge. This commercial database contains information on journal rankings, citation impacts, and the reputation of academic journals.

As an initial attempt, a percentage of increase over the number of citations/references, publishing patterns, and vendor-supplied statistics is utilized as the basis to calculate the future usage for the forthcoming year. After consulting library management and other staff members, some initial assumptions were made: 1) The use of electronic resources has an average annual increase of 5% (on and off campus). Although this assumption can reduce the dynamic behavior, further improvements to the model include forecasting usage values. 2) The number of publications per journal is considered more important than the number of citations and vendor-supplied statistics; therefore, the relation among these values is estimated as: 50:30:20% respectively. Further improvements on this approach would include sensitivity analysis to show the impact of these assumptions. The usage value per journal is calculated as follows:

\[ u = 0.3U_c + 0.5U_p + 0.2U_v \]

where,

- \( u \) usage value per journal
- \( U_c \) usage value based on citation analysis
- \( U_p \) usage value based on publishing patterns
- \( U_v \) usage value based on vendor-supplied statistics

A general drawback in this approach is that the number of journals in the sample is dynamic, i.e., increases or varies over the years. Therefore, following the recommendation of Arora and Klabjan, journal titles were first grouped based on subjects’ areas or categories, and then these categories...
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were used in the objective function to make decisions on the number of journals to be purchased per category. To categorize journals, the JCR database was used, in which journals are classified based on subject categories such as Mathematics, Agronomy, Biology, and so on.

The second challenge is to combine the data for citations, publications, and vendor-supplied statistics as a measure of usage. According to Arora and Klabjan, a general strategy is to assign weights to each number and use the combined data in the model. Thus, each subject category can have its own weight. However, the same authors realized that assigning weights is extremely difficult due to the large number of these subject categories. In order to overcome this difficulty, we propose to split each category into four subcategories based on the quartile rankings of the JCR database, that is, Q1, Q2, Q3, and Q4. Quartile rankings are derived for each journal in each of its subject categories according to which quartile of the IF distribution the journal occupies for that subject category. Q1 indicates the top 25% of the IF distribution, Q2 for middle-high position, i.e., between top 50% and top 25%, Q3 middle-low position (top 75% to top 50%), and Q4 the lowest position, namely, bottom 25% of the IF distribution. Therefore, journals dominating major research fields are categorized as Q1 and Q2 journals, while the more general scoping journals are classified as Q3 and Q4 journals.

An additional challenge that arises when categorizing journals is that the JCR classification assigns journals to more than one category; therefore, a strategy to avoid double-counting is required. Aurora and Klabjan differentiate three types of behaviors: 1) non-cross-listed, when a journal is assigned to only one subcategory; 2) twice-cross-listed, a journal is assigned to exactly two subcategories; and 3) more-cross-listed, a journal is assigned to more than two subcategories. A graphical representation of this structure classification is depicted in Figure 9.2.

![Figure 9.2: Structure classification used for determining the weights](image)

Based on these three behaviors, usage values per journal of subcategory \( s \) are calculated as follows:

\[
\hat{u}_i = w_i u_i \quad \forall i
\]

\[
\hat{u}_{ij} = \frac{w_i u_i + w_j u_j}{2} \quad \forall i, j
\]

\[
\hat{u}_k = \frac{\sum_w w_i u_i}{|S_k|} \quad \forall k
\]
Subject to

\[ 0 \leq w_i \leq 1 \quad \forall i \]

where,

- \( i \) subcategories where \( i \in S \)
- \( j \) subcategories where \( j \in S \)
- \( k \) subcategories where \( k \in S_k \)
- \( S \) set of subcategories
- \( S_k \) set of subcategories that the journal \( k \) is assigned to, where \( S_k \subseteq S \)
- \( K \) set of more-cross-listed journals
- \( \hat{u}_i \) usage value per non-cross-listed journal of subcategory \( s \)
- \( \bar{u}_{ij} \) mean usage value per twice-cross-listed journal of subcategory \( s \)
- \( \bar{u}_k \) mean usage value per more-cross-listed journal of subcategory \( s \)
- \( w_i \) weight assigned to journal quartiles \( \{Q1, Q2, Q3, Q4\} \)

### 9.4.3 Formulating the model

Figure 9.3 illustrates a graphical representation of the resource allocation problem. The notations used for this problem are the following:

- **Indices**
  - \( i \) journals that are non-cross-listed where \( i = 1 \) to \( I_s \)
  - \( j \) journals that are twice-cross-listed where \( j = 1 \) to \( J_s \)
  - \( k \) journals that are more-cross-listed where \( k = 1 \) to \( K_s \)
  - \( s \) subcategories where \( s = 1 \) to \( S \)

- **Decision variables**
  - \( x_i \) non-cross-listed journals where \( x_i = 1 \) if the journal should be purchased, \( x_i = 0 \) if the journal should not be purchased for every journal \( i; i = 1 \) to \( I_s \) (Binary)
  - \( y_j \) twice-cross-listed journals where \( y_j = 1 \) if the journal should be purchased, \( y_j = 0 \) if the journal should not be purchased for every journal \( j; j = 1 \) to \( J_s \) (Binary)
  - \( z_k \) more-cross-listed journals where \( z_k = 1 \) if the journal should be purchased, \( z_k = 0 \) if the journal should not be purchased for every journal \( k; k = 1 \) to \( K_s \) (Binary)

- **Parameters**
  - \( \hat{c}_i \) price of a journal \( i; i = 1 \) to \( I_s \)
  - \( \bar{c}_j \) price of a journal \( j; j = 1 \) to \( J_s \)
  - \( \bar{c}_k \) price of a journal \( k; k = 1 \) to \( K_s \)
  - \( n_s \) maximum number of journals available in subcategory \( s \)
  - \( p_s \) minimum number of journals available in subcategory \( s \)
  - \( B \) budget for the next fiscal year
  - \( S \) set of subcategories
  - \( I_s \) set of non-cross-listed journals in subcategory \( s \)
  - \( J_s \) set of twice-cross-listed journals in subcategory \( s \)
The resource allocation problem can be modeled as follows:

\[
\text{max} \sum \tilde{u}_i x_i + \sum \tilde{u}_j y_j + \sum \tilde{u}_k z_k
\]  

Subject to

\[
\sum \xi_i x_i + \sum \xi_j y_j + \sum \xi_k z_k \leq B \]  

\[
p_s \leq \sum_{i \in I_s} x_i + \sum_{j \in J_s} y_j + \sum_{k \in K_s} z_k \leq n_s \quad \forall s
\]  

\[
\sum x_i \leq n_s \quad \forall s
\]  

\[
\sum y_j \leq n_s \quad \forall s
\]  

\[
\sum z_k \leq n_s \quad \forall s
\]  

\[
x_i, y_j, z_k \in \{0,1\} \quad \forall i, j, k
\]  

The objective function (1) maximizes the usage of journal collection in the future fiscal period subject to: the constraint that (2) funds are not allocated more than the available budget; (3) a minimum number of journals in each subcategory is billed, and no more journals than the maximum available in each subcategory are allocated; (4), (5) and (6) no more non-cross-listed, twice-cross-listed, and more-cross-listed journals respectively than the maximum available in each
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subcategory are allocated; and (7), (8) and (9) decision variables for non-cross-listed, twice-cross-listed, and more-cross-listed journals respectively only receive 0 or 1 values.

Finally, an additional constraint (10) ensures that funds are allocated to a library division given lower and upper bounds.

\[
\begin{align*}
\sum_{i \in A_l} \xi_i x_i + \sum_{j \in B_l} \xi_j y_j + \sum_{k \in C_l} \xi_k z_k & \leq b_l, \quad \forall l
\end{align*}
\]

- **Indices**
  - \(i\): non-cross-listed journals that are (or would be) in library division \(l\) where \(i = 1 \text{ to } A_l\)
  - \(j\): twice-cross-listed journals that are (or would be) in library division \(l\) where \(j = 1 \text{ to } B_l\)
  - \(k\): more-cross-listed journals that are (or would be) in library division \(l\) where \(k = 1 \text{ to } C_l\)
  - \(l\): library divisions where \(l = 1 \text{ to } L\)

- **Parameters**
  - \(b_l\): minimum amount of budget allowed to be allocated to library division \(l\)
  - \(\overline{b}_l\): maximum amount of budget allowed to be allocated to library division \(l\)
  - \(L\): set of library divisions
  - \(A_l\): set of non-cross-listed journals in library division \(l\)
  - \(B_l\): set of twice-cross-listed journals in library division \(l\)
  - \(C_l\): set of more-cross-listed journals in library division \(l\)

### 9.5 Conclusions

This article describes a preliminary model to distribute resources among different processes of a library system utilizing a holistic framework as data input. This preliminary approach has faced several challenges. The first main challenge was how to quantify usage. To do so, a combination of methodologies coming from the third quadrant of the holistic matrix is recommended, that is, citation analysis, vendor-supplied statistics, and citation databases. As an initial attempt, a percentage of increase over the usage values is utilized as the basis to calculate the future usage.

The second challenge was to combine the data coming from citations, publications, and vendor-supplied statistics as a measure of usage. Ideally, a general strategy would be to assign weights to each number and use the combined data in the model; thus, each subject area can have its own weight. However, assigning weights to each subject area is extremely difficult due to the large number of these areas. To overcome these two challenges, journal titles were first grouped based on subject areas or categories, and then these categories are divided into four subcategories based on the quartile rankings of the JCR database. These subcategories are used in the objective function to make decisions on the number of journals to be purchased per subcategory. Finally, an additional challenge that arose when categorizing journals was that using the JCR classification, journals can be assigned to more than one category; therefore, a strategy to avoid double-counting was required. In addition, this study only discusses how a library should manage the budget for journals. The expenses incurred on books, salaries, maintenance, and other indirect costs were not considered in this initial model. Although this is just an initial approach toward a complete solution, we may conclude that this optimization technique seems feasible, with potential benefits for library managers. In addition, this stage of the system allows researchers to identify opportunities for
future studies and applications, such as incorporating log analysis results and interlibrary loan requests. The implementation of the complete solution based on the holistic approach is definitely a must for future research.
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PART V

Conclusions
Chapter 10: Conclusions

“The secret of change is to focus all of your energy, not on fighting the old, but on building the new.”

Socrates

10.1 Introduction

Libraries since their inception 4000 years ago have been in a process of constant change. Although for centuries, momentous changes were in slow motion, in the last decades, academic libraries, specifically, have been continuously striving to adapt their services to the ever-changing user needs of students and academic staff. Library users have changed their information-seeking behaviors due to rapid technological advances and the astonishing e-content revolution; the growing presence of e-books and the proliferation of tablets and mobile devices have transformed the manner how information is disseminated and consumed. Furthermore, e-services like remote access to digital information have meant that many students and scholars misunderstand what libraries do for them and not necessarily associate the library with providing information resources. Consequently, libraries, recognizing that their intrinsic information provider role in the current evolving information environment is becoming less and less visible, have responded to these challenges and technological developments by rethinking and repurposing what libraries are and what libraries do for their users. Moreover, although the migration of physical to digital environments has facilitated managing information and allowed the access to a number of digital journals and e-books; it has also contributed to escalating collection costs, as well as increasing the complexity of budgeting models and resource allocation processes.

This panorama evidences the stressing time for libraries to be more innovative in providing, justifying, and evaluating the efficiency and effectiveness of their services and collection. Libraries, more than ever, must evolve and continue to demonstrate their relevance to the academic management, who faces difficulties understanding new roles, cost, and value of good libraries. To do so, libraries have increased focus on assessment of outcomes over inputs, and placed emphasis in demonstrating that these outcomes have an impact on academic libraries and parent institutions. Libraries require an increasing understanding of their users, collection and services, and related costs in order to justify resource requirements. The first research question (RQ) presented in this dissertation addresses the recompilation of relevant data from libraries, in a systematic manner, to support management in making optimal budgeting and resources allocation decisions.

10.2 Summary of significant findings with respect to the formulated research propositions

This section presents a summary and analysis of the four research questions raised in the introductory Chapter 1. Additional components of this section include lessons learned drawn from
deploying the different blocks of the decision-support system as well as future directions in each research question.

### 10.2.1 Data Source

**RQ1:** How to collect data in a structured manner, covering the key aspects of a library and, at the same time, facilitating the understanding and replication of the data collection process.

One of the most challenging aspects for the implementation of an integrated decision-support system is its data collection. To tackle this challenge, a four-pronged theoretical framework is used, in which the library system and collection are analyzed from the perspective of users and internal stakeholders. Based on this theoretical framework, in Chapter 2, a holistic structure and the required toolset to holistically assess libraries are proposed as a baseline to collect and organize the data from an economical point of view. An overview of the proposed holistic evaluation framework is shown in Figure 10.1. The proposed approach aims to provide an integrated solution to assist library managers to make economic decisions based on a perspective of the library situation that is as realistic as possible. This theoretical matrix is used as a reference to analyze the library collection and services from internal and external perspectives. Furthermore, several methods and appropriate measurement tools have been evaluated and proposed for an integrated decision-making process. Library managers can select one or more instruments in every quadrant based on the current availability or even decide to include other measurements in the model.

<table>
<thead>
<tr>
<th>Internal Perspective (Library)</th>
<th>Library System</th>
<th>Usage Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service Analysis</td>
<td>Processes cost, Time, Resources</td>
<td>Transaction log analysis, deep log analysis</td>
</tr>
<tr>
<td>Quality Analysis</td>
<td>Statistics gathering, Suggestion boxes, Usability testing, Satisfaction surveys</td>
<td>Collection Analysis</td>
</tr>
<tr>
<td>Collection Analysis</td>
<td>Citation patterns, Publishing patterns, Journals downloaded, and journal’s impact factor</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 10.1:** Methodologies proposed for the economic evaluation of libraries through a holistic approach

An example reporting the preliminary experiences, benefits and challenges of organizing and collecting library data based on the four quadrants of this holistic approach in the Arenberg Campus Library (CBA) of KU Leuven in Belgium is presented in Appendix A. In this example, the first quadrant documents the experience of analyzing the processes and services of several library functions. Because this aspect deserves much-more attention, a deep analysis of this quadrant is provided in the following research question. The second quadrant describes how CBA dealt with several challenges to deploy a quality analysis, such as: issues of language definition and great variety of population; granularity issues, as no specific results for branch libraries and disciplines are provided by standard reports of the quality system; and low participation rates due to the perception that the survey was very long. The third quadrant in this library is approached through a combination of three types of collection analysis: citation analysis, publishing patterns, and vendor-supplied statistics. The challenges faced during the implementation of this analysis were: 1) the amount of time necessary to analyze a single document; 2) lack of standards for journal’s abbreviations; and 3) the need of dedicated software to collect the large amount of information, as well as to evaluate the results. Finally, the fourth quadrant that measures users’ interaction with the system presented several challenges that have yet to be broadly resolved, such as issues of privacy and confidentiality. All in all, this initial experience shows that the proposed holistic model and toolset constitute a simple and powerful structure for grouping library information. Nevertheless, important considerations need to be borne in mind, mainly the time required to implement the complete approach and the need for dedicated systems to automate data collection across the different quadrants of the holistic matrix.
In the case study of the Regional Documentation Centre “Juan Bautista Vazquez” (CDRJBV) in Ecuador, challenges presented to implement the full holistic framework were slightly different. For instance, similar to the previous case, no prior studies have analyzed service performance as required in the first quadrant. Unlike the standardized on-line survey that CBA utilizes for quality analysis, CDRJBV developed its own quality survey system. Although this software can be considered a good first attempt; the registration to the standardized web survey is highly recommended. Data to feed the model in the third quadrant were initially limited to the use of vendor-supplied statistics; the citation database Scopus was recently made available. Eventually, in contrast to CBA, data for the fourth quadrant were feasible to collect due to the few existing regulations with respect to privacy concerns. On the whole, this second implementation experience reinforced the need for using additional case studies in order to validate the model and have a broader perspective of the libraries’ situation.

During the data collection experience, it was observed that libraries are used to collect statistics and data, extensive enough to fill all the quadrants of the proposed holistic assessment structure. However, one of the key elements to support economical decisions is the cost allocation of the different services and activities performed within libraries. For some aspects, like library collection, the cost is normally the same no matter how often the collection is accessed because of a fixed subscription and purchasing cost; but for other library services, it presents a great challenge. Libraries in general are unfamiliar with performing formal costing analyses to their services and processes. Therefore, RQ2 addresses the issue of implementing cost analyses in a formal and accurate manner, while keeping the burden to a minimum.

### 10.2.2 Costing analysis

**RQ2:** How to calculate the cost of library services based on a formal costing analysis in a way that can be widely and effectively applied, while minimizing the required resources.

Following a comprehensive literature review on cost analysis (Chapter 3), in which thirty-six case studies were analyzed and classified along application themes such as logistics, manufacturing, services, health, hospitality, and other nonprofit services, it is concluded that TDABC is highly recommended for evaluating repetitive activities. Comparing TDABC to the traditional ABC costing, TDABC offers several advantages, even if it does not dramatically simplify specific processes. However, the analyzed research is less clear about the advantages of TDABC for non-routine tasks. Technologies such as RFID, bar codes, or existing information from time sheets may provide the necessary data required in these cases. It is worth noting that the studies on the implementation, as well as the criticisms on TDABC, in most of the cases, are written by its creators and not by independent researchers. This can certainly bias the evaluation of the TDABC methodology. Therefore, the need of more research by means of operational case studies in specific areas, such as public services and in activities that follow unstructured and non-systematic sequences, has been identified. Consequently, several case studies of the implementation of TDABC in academic libraries were performed in the course of this research.

Case studies conducted on loan and return processes (Chapter 4) as well as on cataloging processes (Appendix B) of the Arenberg Campus Library of KU Leuven illustrate, through six simple steps, how TDABC can be used in carrying out a cost analysis in a simple, easy-to-understand and accurate manner. Several important insights have also emerged from the case study. The first important insight is that although the amount of time required to collect and document the duration of activities and activity flows is relatively long compared to traditional costing systems, the insights gained from the analysis are more compelling and robust. The duration of activities was gathered by direct observation since the most accurate data were collected when librarians physically performed the tasks. Although, initially, this process is more time consuming, nonetheless, the final model considers real and detailed values regarding the library activities. Therefore, a trade-off between measurement time and accuracy must be reached.

A second important insight is that software tools and the ease of presenting results help to decrease implementation time and allow for better communication and validation. MS Office suite programs,
such as Visio and Excel, were integrated to store, analyze, and create graphical representations of activity flows. As a consequence of this clear graphical representation, librarians were easily able to understand the sequences and their responsibilities in each process; and consequently, this allowed us to validate the collected information straightforwardly. However, a dedicated software tool to perform TDABC analysis was strongly recommended in order to keep the flows updated and consequently to facilitate long-term maintenance. Following this recommendation, a web-based software tool TD-ABC-D for TDABC analysis in libraries processes was deployed as described in Appendix C. Finally, a third important insight is that the involvement and commitment of the library staff are critical to the data collection in increasing the acceptance of the model. Therefore, motivation and an explanation of the measurement purpose are fundamental to achieving the desired commitment needed from the staff. In the case of a large library, this requirement is even more critical since the number of employees gives rise to different types of opinions and attitudes regarding the process. For instance, for some librarians, the disclosure of information on their salaries was deemed to be a very sensitive question. Therefore, the case study shows that TDABC is applicable to large libraries as well but that the involvement of library staff is crucial.

Despite the TDABC benefits arising from implementing this model, a number of challenges were found during the TDABC implementation. For instance: 1) Time: data collection on the duration of activities took significant time, as the measuring was gathered by direct observation. Moreover, documenting the activity flows required considerable time. Two rounds of interviews were conducted with library managers and staff in order to identify the activities, resources and responsible. 2) Feeling controlled: some staff members felt uncomfortable being observed while working. This discomfort caused some resistance and consequently delayed the data collection. A right communication as well as the involvement and commitment of the managers and staff can increase the level of acceptance. In addition, library managers and TDABC team should explain the purpose of measurement, importance of the model, activities to perform, and implications of the results. They should clearly state that the activities and profiles are measured, not the names of individuals.

In summary, although at first glance, TDABC may seem more difficult to implement and requires more intensive data collection compared to a traditional costing system, the presented investigations show that TDABC in practice is simple and easy to understand when the six steps identified by Everaert and colleagues are followed. Furthermore, the potential benefits accruing from the TDABC implementation, such as the accuracy to calculate the costs of library services, the possibility of performing benchmarking analysis, disaggregating values per activity, and justifying decisions and choices, validates the effort required to collect the data. An interesting avenue for future research resulting from the case studies implementation is to perform process benchmarking utilizing TDABC. Benchmarking library processes provides real evidence that additional resources, technological and logistic changes, or support for infrastructure are needed. Internal benchmarking can be potentially used to better manage local processes by measuring and tracking their changes, to justify allocation and prioritization decisions, and to enable assessment activities.

As a consequence of the previous recommendation, a benchmarking study was conducted for two Belgian libraries (Chapter 5). One of the most significant gains from this analysis is to make evident that TDABC makes available information about the cost of providing services, and disaggregates their corresponding causes. TDABC not only provides library managers with holistic information to make sounded decisions but also with enough tools and strategic information to agilely identify improvement opportunities. In the Time-Driven benchmarking, processes of library 1 and library 2 are compared in time and cost in order to highlight the best practices of both libraries. In the absence of TDABC analysis, the manager of library 1 can wrongly assume that in overall macro results, this library outperforms library 2 in all aspects and that nothing needs to be changed in its processes. However, the performed benchmarking illustrates how both libraries have to learn from each other if wheels are not to be reinvented on both sides. Thus, mutually beneficial ways of improving library performance can be found through this type of comparison. Library 1, for instance, should focus on improving the scanning equipment for the ILL services and eliminating the non-value-added steps coming from old ("legacy") procedures, such as printing and storing request forms. On the contrary, library 2 should focus on facilitating data entry into the LIS,
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relocating the closed stack collection, and delegating more responsibilities to low-wage employees like library assistants or students. Time-Driven benchmarking encourages rethinking roles, rules, and activities across the library workflow without spending time on problems that have already been solved by exchanging knowhow among libraries. It helps to rethink how time is spent within library processes, improve or streamline processes, reduce variability, and standardize workflows. Despite positive implications and results, some limitations of this benchmarking deserve consideration. First, although process improvements can be identified throughout comparative analysis, in some cases, certain aspects such as physical infrastructure and transportation distances cannot be easily changed or adapted. Second, even though both libraries provide comparable services and have similar levels of automation, each library may have different priorities. For instance, library 1 may emphasize quality in original cataloging, whereas library 2 focuses on fast copy cataloging or any other digital service.

Once the appropriate methodological tool for cost analysis is identified and tested through various case studies, the data collection framework is fully defined. With a complete framework to collect data, there comes the challenge to properly integrate and store such data. This integration poses a great challenge that needs to be addressed since different data sources normally use dissimilar formats and access methods. This issue is tackled in RQ3.

10.2.3 Data Storage

RQ3: What architecture is adequate to store the data collected through the holistic approach from different sources and formats that enables to analyze and maintain big quantities of data?

Today, libraries have an excessive amount of data to be processed that complicates their management and consultation for decision-making. A data warehouse (DW), being a platform that integrates strategic data, supports this decision-making process by allowing to have a global picture of the organization. Therefore, a data warehousing approach is proposed in the study to consolidate, filter, and process all the information extracted from many different systems and formats (Chapter 6). Based on the holistic approach proposed and the methodology and technologies selected to implement the DW, an integrated decision support system (iDSS) architecture is developed. Figure 10.2 shows its main elements. The proposed architecture allows the use of information, not only in traditional measures or for generating reports but also to enhance decision-making. For instance, information on the following four scenarios is accessible: 1) redistributing and prioritizing the allocation of resources assigned to a specific service; 2) gaining knowledge about users coming into the library and also users who are served by digital services; 3) awareness of the gaps and strengths in services and collections; and 4) the building of collections based on a library’s holdings, users priorities, and technological tendencies. The advantage of this approach is that it increases effectiveness when more data are available. The more historical data are provided, the more accurate results will be obtained.

A case study to demonstrate the applicability of the holistic approach proposed to implement an iDSS based on DW was conducted at CDRJVB. The main contribution of this work is the analysis and design of an iDSS for a university library through the case study analyzed. The distinguishing feature of the proposed architecture is the emphasis on the use of a holistic conceptual matrix to select the corresponding data sources. By so doing, services and processes currently unavailable in the library such as book reservations, interlibrary loans, fines, and quality surveys could be considered for future inclusion in the model in order to increase scalability and also to meet the constraints of limited resource environments as in this case study. Therefore, the decision of using the holistic approach for data input implied integrating data from multiple and heterogeneous sources from the library, university, consortia, and suppliers, all of which use dissimilar formats and access methods including both structured and unstructured data. Consequently, an adequate selection of methodology and technological tools for constructing the DW is necessary to ensure the data warehousing success. Important to note is that, thanks to the use of the Hefesto methodology at early deployment time, library managers and stakeholders were able to realize the potential of implementing an iDSS solution in order to make tactical decisions about the optimal use and leverage of their resources and services. Hefesto is an easy methodology that provided necessary
steps for an efficient DW implementation. Library managers can use this iDSS tool to ensure that different perspectives are taken into account in a decision-making process. In addition, the iDSS provides the data-based justifications for managerial and economic decisions library managers must make.

The DW implementation in CDRJBV not only demonstrates how to integrate strategic information but also allows improving library performance through more mature transactional processes that take place daily. For instance, during the data analysis phase, a number of inconsistencies were detected in the bibliographical database, mainly due to typographical errors made by catalogers. Consequently, the DW implementation strengthens the importance of using standards, policies and procedure manuals for data entry in order to reduce time consumption during the data cleaning process. Some of the challenges encountered when implementing the DW are the lack of integration between library and university systems and the high cost and time of loading initial data into the data warehouse.

Finally, it is important to consider that the benefit of the DW increases when data analysis techniques are considered in the iDSS architecture. Strategic data stored in the data warehouse can be used for different purposes: 1) data visualization and reporting, allowing library manager to publish library indicators in a simple and quick manner by using online reporting tools; 2) sophisticated data analysis through the use of data mining tools; and 3) input for optimization models. Data mining techniques analyze large information databases and discover implicit, but potentially useful information. Data mining has the capability to uncover hidden relationships and to reveal unknown patterns and trends by digging into large amounts of data. The appropriate use of data mining techniques and optimization models in libraries is the next step after the DW implementation, and is analyzed in RQ4.

### 10.2.4 Data Analysis and Presentation

**RQ4:** What tools and strategies can be used to visualize and analyze strategic information to support libraries in decision-making?

The application of data mining techniques in libraries is an emerging trend that has captured the attention of practitioners and academics in order to understand patterns of behavior of library users and staff, and patterns of information on resource usage throughout the library. In order to understand the use of data mining techniques in libraries, a comprehensive literature review was...
carried out in Chapter 7. Forty-one papers were identified, analyzed and classified along the four quadrants of the holistic evaluation matrix and the main data mining functions, which are, clustering, association, classification, and regression. Relevant insights and recommendations on the state-of-the-art of data mining tools in libraries are highlighted. For instance: the importance in implementing more data mining functions to support holistic-based decision-making process; the need to conduct further research in the area of quality control and in the analysis of service performance in both digital and physical environments; the possibility to implement unsupervised algorithms such as association and clustering models, techniques highly recommended for non-experts in data mining.

Based on the findings of this comprehensive literature review and the iDSS architecture implemented in the CDRJBV, an experimental use of data mining techniques for library decision-making was addressed in Chapter 8. In particular, algorithms of regression, clustering and classification have been applied to the case study in order to predict future investments in library development, to find clusters of users that share common interests and similar profiles but belong to different faculties, and to establish possible correlations between student academic performance and their final results taken on a pass/fail basis.

The first exercise addresses a strategic problem as is the anticipation of future investments in library development. To do so, three regression techniques are used. During data cleansing, several outliers were detected and replaced. These outliers are the result of political changes and law enforcements. Findings indicate that the three models behaved very similarly and were able to forecast the time series direction of change, e.g. increase or decrease trends; as well as, the magnitude of the predicted values. Although, the study shows promising results to forecast library investment, there is still room for improvements on the predictions, since time series depend on different exogenous factors such as sporadic donations, political changes and law enforcements that for this experimental exercise were not included in the predictive models. For instance, budget for the library in this university is allocated by faculties; CDRJBV does not manage its own funds. Thus, each faculty decides what to subscribe and what to unsubscribe to based on their own finances, priorities, and political decisions. Therefore, an enhancement to improve model accuracy would be to incorporate variables that reflect expected political or policy changes. It was also observed that there was not a trend in the yearly expenses values but an intra-year pattern. There were months with larger expenses such as March, October, November and December. The rationale of these results is that large expenses occur at the beginning of each academic semester (March and October) and close to the end of the fiscal year (November, December). These preliminary prediction results can be used as a yearly indicator on how much expenses could be expected. Furthermore, for CDRJBV, these “encouraging” results can be used to justify the need for increasing autonomy, particularly the need for controlling their own budget.

The second exercise finds clusters of users that belong to different faculties but share common interests and similar profiles such as academic performance, socio-economic aspects, and knowledge areas of the borrowed books. These results can be used as input for the creation of new library policies, as well as keep users with similar interests informed of new resources on specific topics. In this clustering exercise, five algorithms were first tested; then two techniques were discarded after initial proving. Finally, based on the analysis of the visual representation of the cluster distribution, a clustering output was selected as the most promissory. An intra-cluster analysis was performed in the most interesting cluster that consisted of users registered in different faculties, and where the number of users is representative enough. Findings indicate that this cluster of users mainly coming from the Faculties of Medicine, Engineering, and Humanities are heavily interested in technical subjects. A cluster like this provides the input for a more in-depth analysis in order to ensemble, for instance, a multidisciplinary team to perform research activities.

Eventually, the third exercise predicts student academic performance based in factors such as library usage, academic and socio-economic profiles, by means of a classification task. Preliminary findings indicate that no notable associations were found among socioeconomic background, library usage, and academic performance; although, family income factors may affect student academic performance, since it was found that library users with higher income have more chances
to pass. For the institution, these type of findings can support the development of library services to target specific student groups on the basis that higher library usage may lead to improved academic performance. In addition, this experimental study describes a research design that is replicable in other libraries and contributes to library usage and learning analytics literature. In addition, these preliminary findings provide basis for further investigation on this topic and demonstrate how institutional data can be combined to examine library usage and academic performance at a single institution. Undergraduate students and library usage data were analyzed to identify results that suggested associations or relations between library usage and academic performance.

Despite its experimental character, the study shows that the use of data mining techniques under a holistic approach can provide the data-based justification for their identified library needs, or the appropriateness of particular decisions. The most important implication of this exercise is that having as a baseline the holistic framework and the iDSS architecture, the study demonstrates how multiple measures and data mining techniques are able to be applied to the integrated framework in order to understand the entire library system. There are, however, some considerations that have to be taken into account such as the quality and effectiveness of the results which depend, to a great extent, on the availability of relevant information and the quality of data. The more data are provided, the more accurate results will be obtained.

Finally, early experiences developing an optimal resource allocation model for distributing resources among different processes of a library system utilizing a holistic framework as data input is addressed in Chapter 9. This preliminary approach presents several challenges. The first main challenge is to implement the approach by describing the activities, deliverables, best practices, and indicators that can be used to replicate the proposed approach in other library settings by other researchers and eventually practitioners. The ORBIL approach, as depicted in Figure 10.3, proposes to divide the framework into three big blocks: 1) data source (Table 10.1); 2) data storage (Table 10.4); and 3) data analysis and presentation (Table 10.5).

10.3 Optimal Resource allocation and Budgeting in Libraries. The ORBIL approach

In order to ensure replicability of results and techniques, this section summarizes the ORBIL approach by describing the activities, deliverables, best practices and indicators that can be used to replicate the proposed approach in other library settings by other researchers and eventually practitioners. The ORBIL approach, as depicted in Figure 10.3, proposes to divide the framework into three big blocks: 1) data source (Table 10.1); 2) data storage (Table 10.4); and 3) data analysis and presentation (Table 10.5).
Figure 10.3: ORBIL Framework
**Table 10.1:** Description of the first block, including activities, deliverables, best practices, indicators and future work

<table>
<thead>
<tr>
<th>BLOCK Nº</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TITLE: DATA SOURCE</td>
<td></td>
</tr>
<tr>
<td><strong>Objectives and approach:</strong></td>
<td></td>
</tr>
<tr>
<td>The aim of this work package is to ensure data collection performed in a structured manner, covering the key aspects of a library, and at the same time, facilitating the understanding and replication of the data collection process</td>
<td></td>
</tr>
<tr>
<td>Recognizing the need to evaluate libraries in a holistic and structured manner, this study utilizes a two-dimensional evaluation matrix. This holistic framework evaluates the library system and collection from an internal and an external perspective. The approach for implementing this matrix starts by identifying the services or activities involved in libraries and by calculating the costs of different resources (staff, equipment, facilities, collection, etc.). In order to do so, qualitative mechanisms for assessing library effectiveness are included - for example, observation, interviews, surveys, expert opinions, process analysis, organizational structure analysis, standards, and peer comparison. Quantitative techniques are also required to evaluate efficiency, usefulness, and manipulation of the system. Citation analysis, log analysis, statistics gathering, and stopwatch techniques are useful methods to be included.</td>
<td></td>
</tr>
<tr>
<td>**ACTIVITY Nº</td>
<td>1</td>
</tr>
<tr>
<td>TITLE: SERVICE ANALYSIS</td>
<td></td>
</tr>
<tr>
<td>The processes and services carried out within the library system are the main aspects studied. From an economic point of view, the ORBIL approach analyzes the costs incurred and the resources consumed by the library processes through the use of Time-Driven Activity-Based Costing (TDABC).</td>
<td></td>
</tr>
<tr>
<td><strong>Subactivities:</strong></td>
<td></td>
</tr>
<tr>
<td>• Identify services, processes and resource groups</td>
<td></td>
</tr>
<tr>
<td>• Estimate the total cost of each resource group</td>
<td></td>
</tr>
<tr>
<td>• Estimate the practical time capacity of each resource group</td>
<td></td>
</tr>
<tr>
<td>• Calculate the unit cost of each resource group</td>
<td></td>
</tr>
<tr>
<td>• Determine the estimated time for each activity</td>
<td></td>
</tr>
<tr>
<td>• Calculate the unit cost of each resource group</td>
<td></td>
</tr>
<tr>
<td>• Analyze results and develop strategies for improvement on the basis of the analysis.</td>
<td></td>
</tr>
<tr>
<td><strong>Deliverables:</strong></td>
<td></td>
</tr>
<tr>
<td>• Summary of the services, processes, activities and resource groups involved in the library system</td>
<td></td>
</tr>
<tr>
<td>• Report of unit costs of services, processes, activities and resource groups</td>
<td></td>
</tr>
<tr>
<td>• Process flows diagrams including activities, costs and time duration</td>
<td></td>
</tr>
<tr>
<td>• Time equations per library process</td>
<td></td>
</tr>
<tr>
<td><strong>Best practices:</strong></td>
<td></td>
</tr>
<tr>
<td>• Creating graphical representations of activity flows allows validating the collected information straightforwardly because librarians can easily understand the sequences and their responsibility in each process. To this end, two types of tools are suggested:</td>
<td></td>
</tr>
</tbody>
</table>
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- Combining MS Office suite programs, such as Visio and Excel
- Implementing a dedicated software tool, such as TD-ABC-D in order to keep the model updated and consequently to facilitate long-term maintenance

- Data collection on the duration of activities needs to be gathered by direct observation and a stopwatch. The most accurate data are collected when librarians physically perform the tasks, although this type of data collection takes a significant amount of time.

- Involvement and commitment of the library staff are critical to the data collection by increasing the acceptance of the model. Some staff members may feel uncomfortable being observed while working. This discomfort can cause some resistance and consequently can delay data collection. Proper communication as well as the involvement and commitment of the managers and staff can increase the level of acceptance. In addition, library managers and TDABC team should explain the purpose of the measurement, importance of the model, activities to perform, and implications of the results. They should clearly state that the activities and profiles are measured, not the names of individuals. Therefore, motivation and an explanation of the measurement purpose are fundamental for achieving the desired commitment with staff.

### Indicators:
- Number of library processes documented/total number of library processes

### Future work:
- Implementation of TDABC in activities that follow unstructured and non-systematic sequences such as user reference processes.

### ACTIVITY Nº: 2

**TITLE:** QUALITY ANALYSIS

In this activity, the users’ perception about the quality of the offered services is evaluated. The ORBIL approach recommends the use of LibQUAL+®, since this is the most popular and widely used survey instrument. Other assessment methods include: statistics gathering, suggestion boxes, web usability testing, user interface usability, and satisfaction surveys.

**Subactivities:**
- Set the survey according to the library requirements and expectative
  - Language
  - Population
  - Local questions
- Perform the LibQUAL+® survey with students and staff
- Analyze the survey results

**Deliverables:**
- Overview of the LibQUAL+® results: minimum, desired, perceived, adequacy gap, superiority gap, and number of subjects
  - Per group of users
  - Per library branch
  - Per discipline
  - Per gender
- Report of the main strengths and weaknesses discerned from the analysis
- Statistics and benchmark results with other library branches and peer institutions
Best practices:

- The deployment period requires special attention in order to avoid possible mistakes and delays; for example, setting the language and population.
  - Although LibQUAL+® provides the standard questionnaire in different languages, in some cases, it is necessary to make some specific changes that have to be coordinated together with the Association of Research Libraries, for instance, when chosen to apply the survey in two languages.
  - Gathering the population data for each user group is not an easy task. In the case of students, for instance, it can be important to distinguish the year that the student is being trained and not the year that the student is registered.
  - Determining the number of PhDs by discipline requires special consideration because of the multidisciplinary groups.

- A personalized tool is required in order to analyze each library branch and discipline, since these types of results are not provided by standard reports. The LibQUAL+® survey produces standard reports in which the measurement is carried out in its overall performance and user groups (e.g. students, PhD’s, faculties). This standard report also provides no direct insight into the library performance compared to other libraries branches where the LibQUAL+® survey is performed.

- Involvement of the University is crucial to obtain good participation rates and results. Although LibQUAL+® Lite improves response rates and reduces respondent burden, in some cases, there is still the perception that the survey is very long. Other strategies to stimulate the users’ response are by offering incentives, such as electronic devices and movie tickets, as well as by sending a reminder email two weeks before the close of the survey. In addition, an input field for free text gives users the opportunity to submit comments regarding their concerns and to express suggestions for future improvements.

- LibQUAL+® is a standardized tool; however, a benchmarking study should be interpreted with extreme caution because the survey compares what the users think about libraries and not about what the library really is.

Indicators:

- User response rate

Future work:

- Implementation of personalized surveys and quality assessment methods required based on the holistic framework approach.

### ACTIVITY N° 3

<table>
<thead>
<tr>
<th>TITLE:</th>
<th>COLLECTION ANALYSIS</th>
</tr>
</thead>
</table>

This activity allows quantifying the impact of the library collection on its users, providing library managers with better basis for decision making when acquiring new bibliographic materials. In order to accomplish this, the ORBIL approach combines citation analysis, citation database and vendor-supplied statistics. The aim of this activity is to provide a deep insight of the local use of the library collection.

Subactivities:

- Citation analysis of PhD theses.
- Publishing pattern analysis of students, academic staff and/or researchers.
- Analysis of vendor-supplied statistics of all journals downloaded during a specific period and subscription costs.
Conclusions

### Deliverables:
- Database of journal citations
- Database of publishing patterns
- Database of journals downloaded during a specific period
- Overview of the most popular journals utilized by library users
  - Per faculty
  - Per department
  - Per individual user
- Overview of subscription costs

### Best practices:
- An automated tool is highly recommended since an average of 2.5 hours is necessary to manually analyze a thesis in order to both collect the information and incorporate them in the different databases. In addition, this dedicated software will help to collect the large amount of information, as well as to speed up the evaluation of the results.
- Mapping abbreviations can help to reduce time of analysis. In literature, there is no defined standard for journals’ abbreviations and acronyms, thus collecting journals’ information is not always straightforward. For instance, the ISO Abbreviation for the Journal of the American Chemical Society is J. Am. Chem. Soc.; the JCR Abbreviation is J AM CHEM SOC, while its acronym is JAC. Proc. IEEE is the ISO abbreviation for The Proceedings of the IEEE and its JCR abbreviation is P IEEE. Therefore, a certain expertise is necessary to differentiate the different abbreviations and acronyms of journals that students cited as reference.

### Indicators:
- Number of theses analyzed vs. total number of theses

### Future work:
- Implementation of a module for automated citation analysis and publishing patterns
- Implementation of a reference table with abbreviations

<table>
<thead>
<tr>
<th>ACTIVITY N°</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TITLE:</strong></td>
<td>USAGE ANALYSIS</td>
</tr>
</tbody>
</table>

This activity analyzes the use patterns followed to manipulate the library system. For instance, in digital library services, it is possible to track everything users search and retrieve from the library system. To analyze this users’ behavior, the ORBIL approach relies on usage statistics and log analysis methods.

### Subactivities:
- Collect and analyze log files, filtering the older records out from consideration
- Perform a log analysis
- Collect usage statistics from the library information system.
- Analyze the usage statistics, aggregating the results per month, semester, and/or year.

### Deliverables:
- Database of log results
- Overview of usage statistics
  - Physical library
  - Digital library
Best practices:

- Encode the user identification by replacing the user ID with a code in order to avoid privacy infringement. Another option is to create a demographic surrogate to replace personal information about the user through a set of demographic values (e.g. age, sex, education).
- Carefully define the range of IP addresses to be monitored, since in most cases, the academic library is part of a University system.

Indicators:

- Number of usage indicators available
- Number of register collected

Future work:

- Implementation of a dedicated web log analysis

Some additional considerations to be taken into account when collecting data from heterogeneous data sources include the following:

- Lack of well-defined standards for some specific analysis, such as the abbreviation of journal names, access to electronic collection, and e-lending.
- Need for a common understanding of what sources and data must be considered.
- Need for integrating multiple data sources from the library, university, consortiums, and suppliers.
- Differences of requirements between traditional and digital collections (for example, digital libraries require licenses for a certain time period, links to remote resources, or prepaid pay-per-view).
- Large volume of data generated by all different sources, for instance, web logs.

Examples of the implementation of the first block for the book analysis is presented in Table 10.2, and for Circulation and ILL services in Table 10.3.
<table>
<thead>
<tr>
<th>Services</th>
<th>Processes</th>
<th>Process Analysis</th>
<th>Quality Analysis</th>
<th>Collection Analysis</th>
<th>Usage Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>WBIB (Open shelf collection)</td>
<td>WBIB selection</td>
<td>WBIB costs</td>
<td>IC-3 – The printed library materials I need for my work</td>
<td># books cited</td>
<td># WBIB books</td>
</tr>
<tr>
<td></td>
<td>WBIB acquisition</td>
<td>Acquisition process costs</td>
<td></td>
<td># books published</td>
<td># WBIB books acquired</td>
</tr>
<tr>
<td></td>
<td>Copy cataloging</td>
<td>Copy cataloging process costs</td>
<td></td>
<td></td>
<td># WBIB books cataloged</td>
</tr>
<tr>
<td></td>
<td>Holding cataloging</td>
<td>Acquisition process time</td>
<td></td>
<td></td>
<td># WBIB books consulted</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Copy cataloging process time</td>
<td></td>
<td></td>
<td># linear meters of WBIB shelving</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Copy cataloging process time</td>
<td></td>
<td></td>
<td># total staff for WBIB acquisition (FTE)</td>
</tr>
<tr>
<td>e-books</td>
<td>e-book selection</td>
<td>e-book selection costs</td>
<td></td>
<td># e-books cited</td>
<td># total staff for WBIB cataloging (FTE)</td>
</tr>
<tr>
<td></td>
<td>e-book acquisition</td>
<td>e-book acquisition costs</td>
<td></td>
<td># e-books published</td>
<td># students assistants for WBIB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>e-book selection time</td>
<td></td>
<td># e-books downloaded</td>
<td># WBIB items repaired</td>
</tr>
<tr>
<td>WMAG (Stack collection)</td>
<td>Copy cataloging</td>
<td>Copy cataloging costs</td>
<td></td>
<td># books cited</td>
<td># WMAG books</td>
</tr>
<tr>
<td></td>
<td>Holding cataloging</td>
<td>Holding cataloging costs</td>
<td></td>
<td># books added</td>
<td># WMAG books added</td>
</tr>
<tr>
<td></td>
<td>Original cataloging</td>
<td>Original cataloging costs</td>
<td></td>
<td># WMAG books cataloged</td>
<td># WMAG books consulted</td>
</tr>
<tr>
<td></td>
<td>Deleting records</td>
<td>Deleting records costs</td>
<td></td>
<td># WMAG book records deleted</td>
<td># WMAG book records deleted</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Copy cataloging time</td>
<td></td>
<td># linear meters of WMAG shelving</td>
<td># linear meters of WMAG shelving</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Holding cataloging time</td>
<td></td>
<td># total staff for WMAG cataloging (FTE)</td>
<td># total staff for WMAG cataloging (FTE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Original cataloging time</td>
<td></td>
<td># students assistants for WMAG</td>
<td># students assistants for WMAG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Deleting records time</td>
<td></td>
<td># WMAG items repaired/preserved</td>
<td># WMAG items repaired/preserved</td>
</tr>
<tr>
<td>WAIT collection = a book staying in a particular department</td>
<td>Copy cataloging</td>
<td>Copy cataloging costs</td>
<td></td>
<td># books cited</td>
<td># WAIT books</td>
</tr>
<tr>
<td></td>
<td>Holding cataloging</td>
<td>Holding cataloging costs</td>
<td></td>
<td># WAIT books added</td>
<td># WAIT books added</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Copy cataloging time</td>
<td></td>
<td># WAIT cataloged</td>
<td># WAIT cataloged</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Holding cataloging time</td>
<td></td>
<td># WAIT books consulted</td>
<td># WAIT books consulted</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td># total staff for WAIT cataloging (FTE)</td>
<td># total staff for WAIT cataloging (FTE)</td>
</tr>
<tr>
<td>WDEP collection (External Stack collection)</td>
<td>Copy cataloging</td>
<td>Copy cataloging costs</td>
<td></td>
<td># books cited</td>
<td># WDEP books</td>
</tr>
<tr>
<td></td>
<td>Holding cataloging</td>
<td>Holding cataloging costs</td>
<td></td>
<td># WDEP books added</td>
<td># WDEP books added</td>
</tr>
<tr>
<td></td>
<td>Original cataloging</td>
<td>Original cataloging costs</td>
<td></td>
<td># WDEP books cataloged</td>
<td># WDEP books cataloged</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Copy cataloging time</td>
<td></td>
<td># linear meters of WDEP shelving</td>
<td># linear meters of WDEP shelving</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Holding cataloging time</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 10.3: Example of the first block of the ORBIL approach applied to Circulation and ILL services

<table>
<thead>
<tr>
<th>Services</th>
<th>Processes</th>
<th>Process Analysis</th>
<th>Quality Analysis</th>
<th>Collection Analysis</th>
<th>Usage Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lending</td>
<td>WBIB Lending</td>
<td>WBIB Lending costs WBIB Lending time</td>
<td>IC-5 – Modern equipment that lets me easily access needed information IC-7 – Making information easily accessible for independent use</td>
<td># WBIB cited # WBIB published</td>
<td># WBIB Lendings # Lending machines</td>
</tr>
<tr>
<td>Returning</td>
<td>WBIB Returning</td>
<td>WBIB Returning costs WBIB Returning time</td>
<td>IC-5, IC-7</td>
<td></td>
<td>#WBIB Returns # returning machines # students assistants for Returning</td>
</tr>
<tr>
<td>Hold request</td>
<td>WMAG Lending</td>
<td>WMAG Lending costs WMAG Lending time</td>
<td>AS – Affect of Service IC-5 LOCAL-3 – Efficient interlibrary loan / document delivery</td>
<td># WMAG cited</td>
<td># WMAG Lendings # lending machines # students assistants for WMAG request</td>
</tr>
<tr>
<td>Interlibrary Loan</td>
<td>ILL Outgoing request – book</td>
<td>ILL Outgoing request costs ILL Outgoing request time</td>
<td>AS , LOCAL-3 LOCAL-7 – Easily and quickly obtain materials from other libraries.</td>
<td># books published</td>
<td># ILL - Outgoing request - book # of ILL - Outgoing request - journal online # of total staff for ILL (FTE) # of students assistants for ILL</td>
</tr>
<tr>
<td>Interlibrary Loan</td>
<td>ILL Outgoing request – journal</td>
<td>ILL Outgoing request costs ILL Outgoing request time</td>
<td>AS, LOCAL-3, LOCAL-7</td>
<td># journal articles published</td>
<td># of ILL - Outgoing request - journal # of computers available for ILL # of total staff for ILL (FTE) # of students assistants for ILL</td>
</tr>
<tr>
<td>Interlibrary Loan</td>
<td>ILL Incoming digital</td>
<td>ILL Incoming digital costs ILL Incoming digital time</td>
<td>AS, IC-7, LOCAL-3, LOCAL-7</td>
<td># journal articles cited</td>
<td># of ILL - Incoming Request - journal online # of computers available for ILL # of total staff for ILL (FTE) # of students assistants for ILL</td>
</tr>
<tr>
<td>Interlibrary Loan</td>
<td>ILL Incoming printed</td>
<td>ILL Incoming printed costs ILL Incoming printed time</td>
<td>AS, IC-7, LOCAL-3, LOCAL-7 IC-8 - Print and/or electronic journal collections I require for my work</td>
<td># books cited</td>
<td># of ILL - Incoming Request - book printed # of computers available for ILL # of total staff for ILL (FTE) # of students assistants for ILL</td>
</tr>
</tbody>
</table>
Table 10.4: Description of the second block, including activities, deliverables, best practices, indicators and future work

<table>
<thead>
<tr>
<th>BLOCK Nº</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>TITLE:</td>
<td>DATA STORAGE</td>
</tr>
</tbody>
</table>

Objectives and approach:

With a complete framework for data collection, the data collected in Block 1, coming from multiple sources, and therefore with different formats, need to be integrated and stored in an adequate structure for decision support. Subsequently, such solution should allow data manipulation, analysis and visualization. Unfortunately, this integration presents a big challenge, since these different data sources normally use dissimilar formats and access methods. The objective of this second block is to implement a DW to integrate, filter and process all the information extracted from many different systems based on a holistic approach.

Building a DW involves extracting data from different data sources, in which many problems of inconsistency need to be dealt with. It also involves a process of data extraction, cleansing and storage through ETL (Extract, Transform, Load) processes. This process is complex and time-consuming, because it needs to combine all the different data sources and converts them into a uniform format, excluding possible inconsistencies, redundancies, and incompatibilities.

The architecture chosen for the DW implementation is Hefesto (Chapter 6). This methodology allows tackling the design of the DW from different detail levels, and reducing risks of failure and dissatisfaction by involving end-users early in the design process. The Hefesto methodology starts by identifying user information needs to define all queries of interest. Next, a data source analysis is performed in order to determine how the indicators are built, to define correspondences and granularity, and to build the extended conceptual model. A logical model that represents the structure of the DW is then defined to set the type of implementation schema, the dimension and fact tables. Eventually, a diverse set of tools, such as cleansing techniques, data quality control, and ETL processes are utilized in order to integrate the data of different data sources, policies and strategies.

Activities:

A1 Requirement analysis:

Based on the holistic evaluation framework for data collection implemented in Block 1, a set of queries of interest to be issued against the DW is defined in this activity. This list of requirements is collected through questions on library needs. The requirements should be documented, actionable, measurable, testable, traceable, related to identified library needs or opportunities, and defined to a level of detail sufficient for system design.

In order to define the requirements, rounds of interviews with the library manager and stakeholders are required. Other techniques that can be used in this activity include the development of scenarios, the identification of use cases, the use of direct observation, and creating requirements lists. Where necessary, the requirement analyst can employ a combination of these methods to establish the exact needs of library managers.

Subactivities:

- Identify questions posed. The main objective of this task is to obtain and identify the key information needs.
- Identify indicators and perspectives. Indicators are normally numerical measures, while perspectives are related to objects through which, it is required to examine the indicators.
- Build the conceptual model
A2 **OLTP analysis:**

The following activity in the second block identifies the different data sources of the library based on the requirement analysis of the holistic evaluation approach. The holistic approach incorporates several key elements including process analysis, quality estimation, information relevance, and usage interaction; thus, data have to be collected from internal and external sources. Internal data sources refer to the databases that are managed at the library level. On the contrary, external sources are not managed by the internal processes of the library.

In this activity, the OLTP sources are analyzed in order to determine how the indicators are calculated, and to establish the respective correspondences between the conceptual model created in the previous step and data sources. Then, the fields that should be included in each perspective are defined. Finally, the conceptual model is expanded with information obtained in this step.

**Subactivities:**

- Establish indicators. This task requires to explain how the indicators are calculated.
- Establish correspondences between the conceptual model and data sources.
- Select the fields that contain each perspective.
- Expand the conceptual model, including indicators, fields and correspondences.

A3 **Logical Model:**

In this activity, a data mapping from the OLTP sources to the logical model is performed based on the conceptual data model. Moreover, the type of schema is defined, such as star, snowflake or fact constellation. By selecting the type of schema, the dimensions and fact tables are built, and then joint to create multidimensional models. In a star schema, for example, facts are the core data elements being analyzed, and the dimensions are the attributes about facts.

**Subactivities:**

- Define the type of schema to be used
- Design the dimension tables that will be part of the DW
- Define fact tables
- Create the respective unions between dimension and fact tables.

A4 **Data integration:**

After building the logical model in Activity 3, the relevant data generated by multiple sources are extracted and integrated by means of cleansing techniques, data quality control, and ETL processes. This allows having a clean and homogeneous version of the library data. Because this process is the most tedious and time-consuming part, it is recommended starting with a narrowly specific query and working through the entire process, and then, iteratively continuing developing the DW.

**Subactivities:**

- Extracting data from transactional and documental databases.
- Cleansing and transforming data. Some of the common tasks of this subactivity are: filtering data, converting codes, calculating derived values, transforming between different data formats, and automatic generation of sequence numbers.
- Loading data. The transformed data are loaded into the DW.
Conclusions

Deliverables:
- List of requirements
- List of indicators and perspectives
- Summary of library data sources
- Conceptual data models
- Multidimensional models

Best practices:
- An adequate selection of methodology and technological tools for constructing the DW is necessary to ensure the data warehousing success. For instance, the use of a DW architecture and modeling at early deployment time helps library managers and stakeholders to realize the potential of implementing a DW solution in order to make tactical decisions.
- The use of standards, policies and procedure manuals for data entry reduces time consumption during data cleaning process.
- The integration between library and university systems must be considered not only for the DW, but also for operational systems.
- Initial data loads must be planned carefully as certain tables may need to be loaded first to help verify loads of other tables. It is usually better to perform the initial loads incrementally and by establishing a detailed strategy in order to reduce the high cost and time of loading initial data.
- The more historical data are available; the more helpful reports will be obtained.
- The benefit of the DW increases when data analysis and data mining techniques are considered in the full approach.

Indicators:
- Number of multidimensional cubes created
- Number of data sources integrated in the DW vs. total number of data sources available in the library

Future work:
- Implementation of a personalized tool for DW design.
- Incorporation of additional data sources, such as the syllabus management system, citation analysis, and Web portal statistics
- Use of semantic technologies to integrate potential data sources.
Table 10.5: Description of the third block, including activities, deliverables, best practices, indicators and future work

<table>
<thead>
<tr>
<th>BLOCK N°</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>TITLE:</td>
<td>DATA ANALYSIS AND PRESENTATION</td>
</tr>
</tbody>
</table>

**Objectives and approach:**

Strategic data stored in the DW can be used for different purposes: 1) data visualization and reporting, allowing library managers to publish library indicators in a simple and quick manner by using online reporting tools; 2) sophisticated data analysis through the use of data mining tools; and 3) input for optimization models. The aim of this block is to implement tools and techniques that can be used to visualize and analyze strategic information to support libraries in decision making.

The approach for implementing this block starts by integrating and cleansing data in order to remove outliers, duplicates and inconsistencies. These cleansed data are then transformed into appropriated formats that can be understood by data mining tools and optimization techniques, and filtration and aggregation techniques are applied to the data in order to extract summarized data. In fact, interesting knowledge is extracted from the transformed data. This information is analyzed in order to identify the truly interesting patterns. Eventually, knowledge is visualized to library managers.

**Activities:**

**A1** Data mining analysis:

Data mining techniques analyze large information databases and discover implicit, but potentially useful information. Data mining, as any knowledge extraction method, follows a systematic procedure to allow an appropriate knowledge discovery. The data mining process starts by determining areas of focus and collecting data; then, these data collected are cleansed, and anonymized. To discover meaningful patterns in the collected data, the data mining process includes the selection of appropriate analysis tools and data mining techniques. Interesting patterns are analyzed and visualized through reports. The mining process needs to be iterated until the resulted information is verified and proved by key users such as librarians and library managers.

**Subactivities:**

- Prepare data for mining
  - Detect and remove noise or outliers
  - Smooth the signal
  - Apply aggregation or filtering techniques
- Analysis of the most appropriated technique to be applied in order to match the analysis goals
- Build the data mining model
- Evaluate the model’s accuracy and performance
- Visualize results

**A2** Optimization model:

Similar to the previous activity, optimization techniques start the process preparing data to be utilized in the optimization model. Then, traditional optimization techniques define a
potential solution to a problem, and then improve them iteratively.

**Subactivities:**

- Define scenario
- Analyze data requirements: indices, decision variables, parameters and possible constraints
- Prepare data for data input
- Select the optimization technique
- Formulate the optimization model. Define the objective function and constraints
- Deploy the model
- Evaluate the model. For instance, perform a sensitivity analysis of the results to evaluate the robustness of the solution
- Visualize results

**Deliverables:**

- Report of the data mining results. For instance, predictive results, clustering and classification groups, possible associations and relations.
- Optimized scenarios, description of the models and results

**Best practices:**

- Graphical representation of results provides many visual insights to help managers to validate the data mining process as well as to interpret the results.
- Successful data mining implementations in libraries require the involvement of expertise in library management, library data and data mining, techniques. Library management knowledge is required in order to establish the requirements and interpret results. Library data expertise is necessary to facilitate data collection and preparation. Eventually, data mining expertise is required to interpret the library needs, to select the appropriate analyses and data mining techniques to be utilized, and support the interpretation of results.
- The use of established standards for data collection and analysis increases acceptance of the process among library managers, staff and institutional authorities. It also increases compatibility with local library systems and other systems’ institutions.
- Decision making cannot be fully captured by standard models or approaches, a certain degree of autonomy and subjectivity need to be incorporated in the model.

**Indicators:**

- Percentage of reduction in costs, time and resources
- Percentage of increase in service quality
- Percentage of services improved
- Number of data mining functions deployed
- Number of data sources/quadrants covered by the data mining functions
- Number of data sources/quadrats utilized in the optimization model

**Future work:**

- Deploy data mining applications to a production environment
- Deploy optimization modules to an experimental and production environment
10.4 Overall conclusion

Budget allocation is a core problem faced by all academic libraries independent of their size and funding mechanism. Although resource allocation is a complex process, it is ever more necessary especially in environments of constant change and budget adjustments. The main purpose of this study is to develop an integrated model that can support libraries in making optimal budgeting and resource allocation decisions among their services and collection through a holistic analysis. To this end, a combination of several methodologies and structured approaches is conducted. Firstly, a holistic structure and the required toolset to holistically assess academic libraries are proposed to collect and organize the data from an economic point of view. Secondly, a data warehousing approach is recommended and implemented to integrate, process, and store the holistic-based collected data. Ultimately, several techniques are explored and tested to visualize and analyze the stored data that can help libraries in their decision-making, such as reporting and data mining tools, and optimization models. By proposing this holistic approach, this research study hopes to contribute knowledge by providing an integrated solution to assist library managers to make economical decisions based on an “as realistic as possible” perspective of the library situation.

“Allocating ... budget must be an act of balancing limited resources against seemingly limitless needs.”

(Wise 1996)
Appendices
Appendix A: **Towards a holistic Analysis**

**Tool to support decision-making in libraries**


**Abstract**

Academic libraries have recently been subjected to continuous budget reductions, mainly due to the increasing costs of information and the global economic crisis. As the primary purpose of an academic library is to provide well-balanced collections and a wide range of services to support education and research, an efficient use and allocation of limited resources is vital. However, allocating resources such as money, staff, time, and infrastructure between the library collection and services represents a challenge due to the multitude of data sources required to consult during a decision-making process.

Academic libraries are accustomed to keeping voluminous statistics on their collection and services; however these data are not fully used for decision-making processes due to the lack of an efficient structure for grouping this information. The authors in a previous study state that prior to decision making, data must be collected based on a holistic approach that incorporates all of the key elements that may influence a decision. It is in this sense that to holistically assess libraries, an approach combining a theoretical framework with several measurement tools is proposed in that study. Therefore, the aim of this paper is to document early experiences and lessons learned in implementing the holistic approach in an academic library in Belgium. To do so, the academic library is evaluated in two dimensions. The first dimension analyzes the library system and its collection, whereas the second dimension analyzes the perspective of both the user and the internal stakeholders. During the initial implementation stages, the proposed approach proved to be valuable to ensure a complete view of the library collection and services. There are, however, important considerations to be borne in mind such as the time required to implement the complete approach, as well as the need of a system to integrate the collected information.
A.1 Introduction

Amid limited funding resources, academic libraries are striving to efficiently satisfy the growing demands for new and flexible services. David J. Ernst and Peter Segall (1995) state that institutions in these difficult circumstances are called to develop a strategic and well-coordinated budget plan by means of a "holistic approach". This holistic approach requires interconnecting all necessary components in a way that responds to both, shrinking resources and dynamic library services.

Academic libraries are accustomed to collecting statistics about their collection and services. However, these data are not fully utilized for decision-making processes due to the lack of an efficient methodology for grouping and analyzing this information. The authors in a previous study (2013) proposed an approach which combines a theoretical framework with several measurement tools to holistically assess libraries prior to decision making. The goal of this paper is to highlight the key benefits, challenges and lessons learned in implementing the proposed holistic approach in an academic library in Belgium.

A.2 Theoretical background

Holism is a concept which emphasizes the importance of the whole and the interdependence of its parts (Editors of the American Heritage Dictionaries, 2011). If this concept is applied to libraries, it can be interpreted as an analysis that emphasizes the importance of the entire library and the interdependence of its processes, collection and services. In this respect, Lorena Siguenza-Guzman, Alexandra Van den Abbeele, Joos Vandewalle, Henri Verhaaren, and Dirk Cattrysse (2013) propose a holistic approach to be used prior to developing a budget plan. The approach combines the theoretical framework proposed by Scott Nicholson (2004), with several evaluation tools. This framework shown in Figure A.1 uses a two-dimensional evaluation matrix, in which columns represent the topic (library system and collection), and rows represent the perspective (library staff and users).

<table>
<thead>
<tr>
<th>Perspective</th>
<th>Library System</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal (Library System)</td>
<td>1. What does the library system consist of?</td>
<td>4. How is the library system manipulated?</td>
</tr>
<tr>
<td>External (Users)</td>
<td>2. How effective is the library system?</td>
<td>3. How useful is the library system?</td>
</tr>
</tbody>
</table>

Figure A.1: Conceptual matrix for holistic measurement (Nicholson, 2004)

The following paragraphs briefly describe the main features of each quadrant based on the holistic approach:

- First quadrant: internal perspective of the library system. The processes and services carried out within the library system are the main aspects studied. From an economic point of view as required in this study, Siguenza-Guzman et al. propose to analyze the costs incurred and

---

the resources consumed by the library processes through the use of Time-Driven Activity-Based Costing (TDABC).

- **Second quadrant: external perspective of the library system.** This quadrant evaluates the users’ perception about the quality of the offered services. To do so, Siguenza-Guzman et al. recommend the use of at least one of the top five assessment methods reported by Stephanie Wright and Lynda S. White (2007). These methods are statistics gathering, suggestion boxes, Web usability testing, user interface usability, and satisfaction surveys.

- **Third quadrant: external perspective of use.** This quadrant allows quantifying the impact of the library collection on its users, providing library managers with better basis for decision making when acquiring new bibliographic materials. In order to accomplish this, Siguenza-Guzman et al. propose to combine citation analysis, citation database and vendor-supplied statistics.

- **Fourth quadrant: internal perspective of use.** The fourth quadrant analyzes the use patterns followed to manipulate the system. For instance, in digital library services, it is possible to track everything users search and retrieve from the library system. To analyze this users’ behavior, Siguenza-Guzman et al. propose to incorporate log analysis methods such as transaction log analysis and deep log analysis.

### A.3 Holistic analysis tool to support decision-making in libraries: Case study

#### A.3.1 The case study

A case study was conducted at the Arenberg Campus Library (CBA - Campusbibliotheek Arenberg) of the KU Leuven in Belgium. The CBA staff, approximately 19 full-time equivalent employees (FTE) provide service to about 10,000 potential customers. To improve cost efficiency and effectiveness, the CBA has been forced to find new strategies to deliver its services, such as the use of new technologies, improving access to e-journals and databases, automation of repetitive processes and deployment of new digital and physical services. However, library budget cuts urge the CBA to keep improving its understanding and prioritization of the information collected for budget decision making. As a consequence, the proposal to implement a holistic approach to support decision-making in the CBA academic library was presented to its authorities. The project started in 2010 and is to be finalized by the end of 2015.

#### A.3.2 First quadrant: internal perspective of the library system

This section documents the experience of applying TDABC to the four main traditional library functions performed in the CBA: acquisition, cataloging, circulation and document delivery. TDABC is a costing approach developed by Robert S. Kaplan and Steven R. Anderson in 2004 that requires only two parameters: 1) the unit cost of supplying resource capacity; and 2) an estimated time required to perform an activity (Kaplan & Anderson, 2007b). To calculate the activity costs through a TDABC model, this study followed the six steps presented by Patricia Everaert, Werner Bruggeman, Gerrit Sarens, Steven R. Anderson and Yves Levant (2008), which are described in detail by Lorena Siguenza-Guzman, Alexandra Van den Abbee, Joos Vandewalle, Henri Verhaaren, and Dirk Cattrysse (2013)\(^\text{19}\). As a result, twelve processes were identified and analyzed (Table A.1).

---

Table A.1: Processes analyzed using TDABC

<table>
<thead>
<tr>
<th>Area</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquisition</td>
<td>Books acquisition</td>
</tr>
<tr>
<td></td>
<td>Journals acquisition</td>
</tr>
<tr>
<td>Cataloging</td>
<td>Original cataloging</td>
</tr>
<tr>
<td></td>
<td>Copy cataloging</td>
</tr>
<tr>
<td></td>
<td>Cataloging Closed-Stack Items</td>
</tr>
<tr>
<td>Circulation</td>
<td>Lending items</td>
</tr>
<tr>
<td></td>
<td>Returning items</td>
</tr>
<tr>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>Document Delivery</td>
<td>Requesting closed stack items</td>
</tr>
<tr>
<td></td>
<td>ILL Outgoing Request</td>
</tr>
<tr>
<td></td>
<td>ILL Incoming Request – digital items</td>
</tr>
<tr>
<td></td>
<td>ILL Incoming Request – printed items</td>
</tr>
</tbody>
</table>

The application of TDABC to the CBA showed important benefits such as: 1) *Disaggregated values per activity*. Thanks to the TDABC implementation, many relevant findings on the process costs were unveiled. For instance, it was detected that scanning papers was a time consuming activity because the scanner was outdated (Pernot et al., 2007). Overdue fines consumes a significant part of the librarian’s time (5 times more costly than returning activities). A remediation strategy is to consider that fines could be paid by the annual university tuition fee. In addition, depending on the characteristics of an ILL request, “Searching” activities consumes approximately 75% of the process time (Pernot et al., 2007). This situation can be improved by simplifying the search process and outsourcing the activity to the requester. 2) *Allows comparison of different scenarios*. For instance, manually returning is almost 60% much more costly than the same activity performed using a self-check machine (Siguenza-Guzman, Van den Abbeele, et al., 2014b). In addition, TDABC showed that copy cataloging is 30% less time-consuming and thus less costly than original cataloging. 3) *Allows the justification of decisions and choices*. For instance, hiring students to work in activities such as photocopying, shelving, and scanning can reduce up to 25% of costs and, in turn, allows librarians to perform other specialized activities. Furthermore, librarians can propose the development of new services based on their responsibilities and time availability.

Nevertheless, a number of challenges were found during the TDABC implementation. For instance: 1) *Time*: data collection on the duration of activities took significant time, as the measuring was gathered by direct observation. Data were collected multiple times using a stopwatch during several days in the first semester of 2010, and then validated through an additional data collection in the second semester. Moreover, documenting the activity flows required considerable time. Two rounds of interviews were conducted with library managers and staff in order to identify the activities, resources and responsible. This step was improved by combining MS Visio and MS Excel to store, analyze and create graphical representations of the activity flows. This combination allowed validating the collected information straightforwardly because librarians could easily understand the sequences and their responsibility in each process. However, a dedicated software tool to perform TDABC analysis is strongly recommended in order to keep the flows updated and consequently to facilitate long-term maintenance. 2) *Feeling controlled*: some staff members felt uncomfortable being observed while working. This discomfort caused some resistance and consequently delayed the data collection. A right communication as well as the involvement and commitment of the managers and staff can increase the level of acceptance. In addition, library managers and TDABC team should explain the purpose of measurement, importance of the model, activities to perform, and implications of the results. They should clearly state that the activities and profiles are measured, not the names of individuals.
A.3.3 Second quadrant: external perspective of the library system

In the CBA case study, the LibQUAL+® survey was utilized to assess library service quality from an external perspective. LibQUAL+® is a set of services based on Web surveys that allows requesting, tracking and understanding users’ perceptions of the library service quality (Association of Research Libraries, 2013). Three dimensions are measured in this survey: Affect of Service, Information Control, and Library as a Place. In 2008, KU Leuven was the first Belgian institution that used LibQUAL+® for assessing its services (University Library Services, 2009). This survey was a full version consisting of 45 questions, each requiring a response on a nine-point scale for current perceptions, as well as, minimum and desired expectations. Survey results showed that users were generally very satisfied with the library services and collection. The Library as a Place dimension was the best scored as its punctuation was slightly below the desired level. The former and Information Control obtained the same score; however, users’ expectations for Information Control were 15% higher. Users were also satisfied with the Affect of Service dimension, especially researchers and academic staff.

In 2012 KU Leuven chose the LibQUAL+® Lite version including 23 questions in total in order to increase participation ratios. As a consequence, the total number of respondents increased 47% compared with the previous survey. In general, CBA performed very well in the dimensions Library as a Place and Affect of Service, but less in the dimension Information Control. In comparison with the already overall high score of the previous survey, the CBA was rated 4% higher. The Library as a Place dimension was the highest perceived score, even slightly higher than in 2008. Therefore, the importance of the Library as a Place is evidently still a concern, especially for students demanding more areas for individual and group work. In the Affect of Service dimension, CBA ranked 4% higher than the first survey. Survey results showed a positive effect on perceived service value. In addition, users’ expectations (minimum and desired scales) are even higher in comparison with LibQUAL+® 2008, placing considerable value on a courteous and knowledgeable staff. Ultimately, Information Control was the relatively weak dimension. CBA ranked 3% lower than the previous survey. One reason was that a new search platform to access the collection was implemented at institutional level and a stabilization period was performed. Another reason was that while students still consider the physical collection very relevant and perceived that was not updated; researchers and academic staff are expecting and demanding more number of e-journals. After analyzing the survey results, several actions are being taken as shown in Table A.2 (Nassen, 2013; University Library Services, 2012).

The CBA had to deal with several challenges during the deployment period: 1) Data Preparation, due to specific factors such as language definition and great variety of population. Although LibQUAL+® provides the standard questionnaire in different languages, it was necessary to make some specific changes that had to be coordinated together with the Association of Research Libraries (Vandoolaeghe, 2013). In addition, KU Leuven chose to apply the survey in two languages: Dutch as primary language and English. This decision had important consequences such as the need of integrating the two results during the data processing. On the other hand, gathering the population data for each user group was not an easy task. In the case of students, for instance, it was important to distinguish the year that the student was being trained and not the year that the student was registered. Similarly, determining the number of PhDs by discipline was not a simple exercise because of the multidisciplinary groups. 2) Granularity, as no specific results for branch libraries and disciplines are provided by standard reports. LibQUAL+® survey produces standard reports in which the measurement is carried out in its overall performance and user groups (e.g. students, PhD’s, faculties). This standard report also provides no direct insight into the library performance compared to other libraries branches where the LibQUAL+® survey was performed. As consequence, an online tool developed by Datimpact was appealed to analyze each sub-library (University Library Services, 2012). 3) Participation rates. Although LibQUAL+® Lite improved response rates and reduced respondent burden, there was still the perception that the survey was very long (Vandoolaeghe, 2013). Other strategies to stimulate the users’ response were to offer incentives such as electronic devices and movie tickets, as well as to send a reminder email two weeks before the close of the survey. In addition, an input field for free text gave users the
opportunity to submit comments regarding their concerns and to express suggestions for future improvements. Eventually, the University involvement was crucial to obtain good results and libraries were totally aware of the importance of this analysis.

Table A.2: Action points after LibQUAL+® 2012

<table>
<thead>
<tr>
<th>Domains</th>
<th>Actions points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Library as a place</td>
<td>Improvement of four group work areas and learning center facilities with high tech equipment such as smart boards, flat screens, and furniture.</td>
</tr>
<tr>
<td>Affect of service</td>
<td>Continuation of the customer service training programs, including student library employees. Development of long-term cooperation projects to exchange expertise in other library functions such as acquisition and cataloging. Cluster librarians that provided support on a number of related subjects became “Information Specialists”. It meant going to the field to have a close contact with the researchers in order to know their expectations and needs.</td>
</tr>
<tr>
<td>Information control</td>
<td>Enhancing of the new search platform to provide easy access to all materials of its library collection. Improvement opportunities of remote access to online library resources and information services</td>
</tr>
</tbody>
</table>

A.3.4 Third quadrant: external perspective of use

In the third quadrant, the theoretical framework evaluates the usefulness of the library collection. To do so, Siguenza-Guzman et al. propose to combine citation analysis, vendor-supplied statistics and citation databases such as PubMed, Scopus, Web of Science, and Google Scholar to gain extensive knowledge about the value of the library collection. At the CBA, an ambitious project that combines the three methodologies is currently being performed. The aim of this project is to have a deep insight of the local use of the collection, with especial interest on the e-journal’s availability. Thus, more than 1,200 PhD theses submitted over a six-year period (2005-2010) are being analyzed. These theses correspond to researches conducted in 13 departments of Science, Engineering and Agriculture of the KU Leuven. As a result about 235,000 references are being collected and evaluated. The results will allow to personalize reports based on the library requirements such as journals cited per department, workgroup, and advisor. The project is expected to be concluded by the end of June 2013.

The study first collects in a database all references cited in each PhD theses. In parallel, a second database is created gathering information about the publishing patterns of PhD students. This second database allows determining the most attractive journals where departments choose to publish, as well as verifying whether these journals correlate with the citations used as reference. A third database is used to collect the vendor-supplied statistics of all journals downloaded during the period 2005-2010. These electronic journal usage data are received from COUNTER-compliant publishers as part of the subscription contract. The Counting Online Usage of Networked Electronic Resources (COUNTER) standards are an internationally accepted initiative that facilitates the recording and exchange of online usage data in a consistent, credible and compatible manner (COUNTER, 2013). This third database verifies the correlation among the citations patterns, publishing patterns and journals downloaded. The information collected in these three databases is then used to test an additional correlation with the 5-year Impact Factor produced by Thomson ISI Web of Knowledge. Finally, as a result of the previous analysis, a list of journals is created and classified according Bradford’s Law in order to determine the core collection of the library.
The implementation of this analysis has faced several challenges, such as: 1) **Time.** To manually analyze a thesis, it is necessary an average of 2.5 hours to both collect the information and incorporate them in the different databases. However, in order to facilitate long-term maintenance, process automation is necessary. 2) **Abbreviations,** there is no defined standard for journals' abbreviations and acronyms, thus collecting journals' information is not always straightforward. For instance, the ISO Abbreviation for the Journal of the American Chemical Society is J. Am. Chem. Soc.; the JCR Abbreviation is J. AM. CHEM. SOC, while its acronym is JACS. Proc. IEEE is the ISO abbreviation for The Proceedings of the IEEE and its JCR abbreviation is P IEEE. Therefore, a certain expertise is necessary to differentiate the different abbreviations and acronyms of journals that PhD students cited as reference. 3) **Data management,** although the project is using Excel sheets as main platform, there is the need of dedicated software to collect the large amount of information, as well as to evaluate the results.

**A.3.5 Fourth quadrant: internal perspective of use**

The final quadrant measures users' interaction with the system. Siguenza-Guzman et al. suggest the use of transaction log analysis to monitor users' behavior in a digital environment. To date, at the CBA no prior studies have assessed users' behavior. Therefore, a project to analyze transaction logs is expected to start in July 2013 and to be concluded by the end of June 2014. Examples of challenges that this project will face include: 1) **User privacy.** Privacy of personally identifiable user information is of concern during the bibliomining process (Nicholson, 2006b). Several solutions have been proposed in literature such as to encode the user identification in the data warehouse by replacing the user ID with a code. Another option is to create a demographic surrogate to replace personal information about the user through a set of demographic values (e.g. age, sex, education). 2) **Identifiability of IP Addresses.** Because CBA is part of a University system, it is required to carefully define the range of IP addresses to be monitored.

**A.4 Conclusion**

To holistically analyze a library, several parameters must be considered including both the library functions (collection and services), as well as stakeholders' perception (internal and external). In this paper, the implementation of a set of methodologies and measurement tools has been described. We conclude that the model proposed by Siguenza-Guzman et al. is a simple and powerful structure for grouping the library information prior a decision making. By documenting the initial stages of implementation, this paper provides preliminary experiences supporting the practical validity of the proposed holistic approach in order to enable a budgeting decision-making process. There are, however, important considerations to be borne in mind such as the time required to implement the complete approach, as well as the need of dedicated systems to automate the different quadrants.
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Appendix B:  **Time-Driven Activity-Based Costing Systems for Cataloging Processes**


This appendix complements Chapter 4 by describing a case study of the TDABC implementation in one of the most important library processes as is the cataloging. In particular, original and copy cataloging are analyzed through a case study to demonstrate the applicability and usefulness of TDABC to perform cost analysis of cataloging processes. The appendix starts by briefly outlining the theoretical background of costing systems. Then, the different steps involved in implementing TDABC in original and copy cataloging are explained. Next, similarities and differences found in the original and copy cataloging regarding time and cost per activity are discussed. In addition, a number of recommendations where process improvements were unveiled are also incorporated. Eventually, benefits encountered when implementing the TDABC model in an academic library in Belgium are described.

Apart from typographical adjustments, the content of this appendix is identical to the content of the published paper quoted above; where necessary, additional information or remarks are added in footnotes. The layout is adapted for consistency throughout this dissertation. Some redundancy with other chapters is unavoidable as an academic article needs its own introductory sections. This, however, entails the advantage that the chapter can be read separately.

**Abstract**

TDABC is a relatively new costing management technique, initially developed for manufacturing processes, which is gaining attention in libraries. This is because TDABC is a fast and simple method that only requires two parameters, an estimation of time required to perform an activity and the unit cost per time of supplying capacity. A few case studies have been documented with regard to TDABC in libraries; all of them being oriented to analyze specific library activities such as inter-library loan, acquisition and circulation processes. The primary focus of this paper is to describe TDABC implementation in one of the most important library processes, namely cataloging. In particular, original and copy cataloging are analyzed through a case study to demonstrate the applicability and usefulness of TDABC to perform cost analysis of cataloging processes.

**Contributions of the first author**

The first author's contributions are: the literature study on costing systems, with emphasis on TDABC, TDABC implementation in original and copy cataloging, description of TDABC benefits in cataloging processes and conclusions.
Appendix B

B.1 Introduction

In the current economic situation, characterized by periodic shortages and limited budget resources, libraries are in search of methods to improve their process efficiency and provide high-quality services at lower costs (ACRL Research Planning and Review Committee, 2010; Cottrell, 2012). In order to improve their performance, library managers need to consider cost reduction and the inclusion of service costs in their decisions (Hoozée, Vermeire, & Bruggeman, 2012). Furthermore, they should strive to identify improvement opportunities and to eliminate costs related to non-value adding activities (Ellis-Newman, Izan, & Robinson, 1996). In order to do this, library managers must keep their activities, resources and costs under control, relying on valid information about activity costs, resource capacity and their performance (Stouthuyseen, Swiggers, Reheul, & Roodhooft, 2010).

In service institutions such as libraries, several methodologies for costing analysis have been used for decades, whereas the Time-Driven Activity-Based Costing (TDABC) is one of the most recent approaches. TDABC is a cost management technique developed by Robert S. Kaplan and Steven R. Anderson to overcome the difficulties presented by previous costing systems (Kaplan & Anderson, 2007). By implementing TDABC in libraries, key benefits are expected, including the possibility of benchmarking different scenarios; identifying non-value added activities; and justifying decisions and choices for staff recruitment, training and new service development (Siguenza-Guzman et al., 2013a).

Although some research has been carried out with respect to TDABC in libraries, these studies have been focused on specific library activities such as the inter-library loan (ILL), acquisition, and circulation (Siguenza-Guzman et al., 2013b). More research is still required to determine whether TDABC can be useful in other library services. Therefore, the aim of the paper is to provide more detailed insight on implementing TDABC for library cataloging processes. We focus on this unit because cataloging is considered for many libraries, to be one of their most expensive processes, especially original cataloging (Manaf & Rahman, 2006). The remainder of this paper is organized as follows. Firstly, a brief outline of the theoretical background of costing systems is provided (§ 5.2). Secondly, the different steps involved in implementing TDABC in original and copy cataloging are explained (§ 5.3). Thirdly, we discuss the similarities and differences found in the original and copy cataloging regarding time and cost per activity (§ 5.4). In addition, a number of recommendations where process improvements were unveiled are included in this section. Fourthly, the benefits encountered when implementing the TDABC model in an academic library in Belgium are described (§ 5.5). We end this chapter with a brief conclusion (§ 5.6).

B.2 Theoretical background: Costing systems

B.2.1 Traditional Costing Systems

Several library cost analysis studies have been performed since the 1970’s (Roberts, 2003). However, these studies were mainly treated as technical rather than organizational or managerial innovations (Kont, 2011). Jennifer Ellis-Newman, Haji Izan, and Peter Robinson (1996) report that the majority of prior studies on library costs were undertaken in the United States, utilizing cost allocation models more compatible with traditional costing methods. Traditionally, the total product cost consists of direct costs, such as the cost of materials and direct labor, and a percentage of overheads as indirect costs (Siguenza-Guzman, Van den Abbeele, et al., 2013). The latter includes training, marketing, and infrastructure, among others. Traditional costing systems are adequate when indirect expenses are low and product variety is limited. However, in an environment with a broad range of products and enhanced services, such as a library, indirect costs have become substantially more complex than direct costs (Siguenza-Guzman, Van den Abbeele, et al., 2013). This situation renders traditional methods inadequate; not only for estimating the effect of strategic
decisions, but also for providing crucial information to library managers (Ellis-Newman & Robinson, 1998; Kaplan & Cooper, 1998).

B.2.2 Activity-Based Costing Systems

Activity-Based Costing (ABC) is an advanced costing calculation that seeks to remedy the limitations of traditional methods (Kaplan & Cooper, 1998). ABC, promoted by Robin Cooper and Robert S. Kaplan in the mid-80s, first accumulates indirect costs for each activity and then assigns the activity costs to the services causing that activity (Cooper & Kaplan, 1988; Ellis-Newman & Robinson, 1998). ABC has proven to be a valuable tool for libraries through its implementation in several case studies. For instance, Ellis-Newman et al. (1996) examined the application of ABC in academic libraries of two Western Australian universities. This study illustrates how activity costing helps managers to differentiate key activities from others that do not add value. In an additional study, Jennifer Ellis-Newman and Peter Robinson (1998) discuss the benefits of ABC for library managers and the steps involved in implementing ABC in an academic library. The authors show how traditional costing systems are unable to explain the relationship between costs and the underlying activities. Furthermore, Jennifer Ellis-Newman (2003) demonstrates the type of information that an ABC system provides to assist decision-making with a case study in the user services area of an Australian academic library. In turn, Steve H. Ghing, Maria W. Leung, Margaret Fidow and Ken L. Huang (2008) employ ABC to examine the Super e-Book Consortium in Taiwan and Hong Kong. The study finds cost drivers of consortia business operations, and identifies the key consortium activities and their relevant costs. Moreover, Andrew Goddard and Kean Ooi (1998) examined the development of ABC through a case study applied to library services at the University of Southampton. The authors present ABC as an option to overcome some of the problems of overhead allocations. Despite the benefits of ABC, they also describe significant problems with its practical application such as the amount of resources and time required for its development and maintenance. Eventually, Denise D. Novak, Afeworki Paulus and Gloriana St. Clair (2011) describe how a medium-sized university library implemented ABC and other decision-making strategies to make budgetary cuts and thereby, redirecting library services.

Although a relatively extensive stream of literature finds that ABC systems provide interesting advantages for decision making in libraries, ABC also has its limitations. Kaplan and Anderson (2004, 2007) note that ABC is difficult and costly to implement and maintain, especially when the current accounting system does not support the collection of ABC information. Data collection is time consuming and costly because of the need to interview and survey the library staff to estimate the percentage of time spent on each activity. While it works well in small organizations and limited activities, it becomes problematic to scale up to larger organizations (Hoozée et al., 2012). Managers also question the accuracy of the system since cost assignments are based on individuals’ subjective information on how they spend their time. Furthermore, staff resistance could arise, as employees might feel threatened by the suggestion that their work should be improved. As a consequence, ABC systems tend to be outdated, and in some cases are abandoned and substituted by less demanding approaches such as Time-Driven Activity-Based Costing (Wegmann & Nozile, 2009; Yilmaz, 2008).

B.2.3 Time-Driven Activity-Based Costing Systems

TDABC is a useful cost management technique developed by Kaplan and Anderson in 2004 to overcome the difficulties presented by previous costing systems (Kaplan & Anderson, 2004). TDABC assigns resource costs directly to cost objects using a fast and simple framework that only requires the unit cost of supplying resource capacity, and an estimation of the time duration of an activity (Kaplan & Anderson, 2007). Unlike the percentages that employees subjectively estimate for an ABC model, the time duration in a TDABC model can be readily observed and validated (Kaplan & Anderson, 2007). For each activity, "costing equations" are calculated and computed by time equations, which are the sum of individual activity times (Yilmaz, 2008). Through the use of time equations, TDABC allows incorporation of variation in the time demands made by different types of transactions, and consequently the representation of all possible combinations of activities
that a process performs (Kaplan & Anderson, 2007). Five main TDABC advantages, highlighted by Lorena Siguenza-Guzman, Alexandra Van den Abbeele, Joos Vandewalle, Henri Verhaaren, and Dirk Cattrysse (2013), are its simplicity to build accurate models and improve the understanding of the different processes; the opportunity of modelling complex operations thanks to the use of multiple drivers; a good estimation of resource consumption and capacity utilization; its fast maintenance compared to ABC models; and the possibility of using TDABC in a predictive manner.

TDABC has been carried out in specific library activities such as inter-library loan (ILL), acquisition and circulation. For instance, the first case study by Eli Pernot, Filip Roothooft and Alexandra Van den Abbeele (2007) uses TDABC to calculate ILL costs and describes TDABC as a useful technique to reduce ILL resource costs and to renegotiate ILL service prices based on more accurate costs. The authors conclude that TDABC is very suited to cope with increasing cost pressures, and its findings can contribute to improve library services at lower costs. A second case study presented by Kristof Stouthuysen, Michael Swiggers, Anne-Mie Reheul, and Filip Roodhooft (2010) describes the use of TDABC for a library acquisition process. The authors state that TDABC provides library managers with a better insight into cost drivers, visualizes the acquisition process efficiencies and capacity utilization, and leads to potential cost efficiencies. As an illustration, they consider that 50% of some costs could be saved if administrative assistants get involved in the acquisition process instead of being performed by the head of department, provided that they are capable of doing these tasks. In addition, the authors demonstrate that TDABC can be updated rapidly and inexpensively to changes. Due to this flexibility, they consider that TDABC can be applied to other processes such as cataloging or digitalized activities, with significant benefits. The latest case study by Siguenza-Guzman, Van den Abbeele, Vandewalle, Verhaaren and Cattrysse (2014) uses TDABC to analyze lending and returning processes. The authors provide several important insights for a successful implementation of TDABC in libraries such as: 1) collecting the time duration of the activities through direct observation to improve the level of accuracy; 2) using graphical representations of activity flows to validate the collected information straightforwardly; and 3) showing that clarifying the measurement purpose is crucial in improving the level of acceptance, and achieving the desired commitment with staff. They conclude that the TDABC implementation is worthwhile since it leads to a more accurate cost and process analysis for supporting decision-making.

### B.3 TDABC in Cataloging Processes

The data used for this research was collected at the Arenberg Campus Library\(^{20}\) (Campusbibliotheek Arenberg, hence the abbreviation CBA) of KU Leuven in Belgium. CBA offers information sources on subjects of the exact sciences, engineering, architecture, kinesiology, and rehabilitation sciences (Campus Bibliotheek Arenberg, 2013). Its services are handled by approximately 20.5 full-time equivalent employees (FTE). In this case study, we focus on describing the application of TDABC in two types of cataloging activities: original and copy cataloging. The former refers to creating a new bibliographic record from scratch, while the latter to adapting a pre-existing record to the characteristics of the item in hand (Reitz, 2004).

For this case study, qualitative interview data with quantitative data analysis were combined following the six steps presented by Patricia Everaert, Werner Bruggeman, Gerrit Sarens, Steven R. Anderson and Levant (2008) to calculate the cost of activities through the TDABC model. These steps illustrated in Table B.1 are described in detail by Siguenza-Guzman et al. (2014).

To identify resource groups involved in cataloging activities as required in Step 1, multiple interviews were conducted. Initial interviews started through brief discussions with the library manager, and then moved to a more detailed level with the library staff. For each activity, a final
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\(^{20}\) [http://bib.kuleuven.be/cba/]
interview was performed in order to validate specific details about the different sub-activities. During the interviews, key activities involved in each process were described in detail by employees in charge. The information was used to build flow charts of activity sequences. As Siguenza-Guzman et al. (2014) indicate, flowcharts allow a good overview of the different activities performed in a process, to identify additional expenditures such as computer maintenance and software licenses, and afterwards to validate the activities in an optimal and simple manner. Figure B.1 shows the activity flow of original and copy cataloging respectively.

**Table B.1: Time-Driven Activity-Based Costing steps (Everaert et al. 2008)**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Identification of resource groups</td>
</tr>
<tr>
<td>2</td>
<td>Estimation of the total cost of each resource group</td>
</tr>
<tr>
<td>3</td>
<td>Estimation of the practical capacity of each resource group</td>
</tr>
<tr>
<td>4</td>
<td>Calculation of the unit cost of each resource group</td>
</tr>
<tr>
<td>5</td>
<td>Estimation of the standard time duration of each activity</td>
</tr>
<tr>
<td>6</td>
<td>Multiplying the unit cost of each resource group by the time duration per activity</td>
</tr>
</tbody>
</table>

**Cataloging Processes**

![Cataloging Processes diagram]

Note. – LMS = Library Management System.

**Figure B.1:** Cataloging Processes: a) Original Cataloging; b) Copy Cataloging

The total cost of each resource group required in Step 2 was provided by the accountant and library manager via the Library Management System (LMS). The costs were classified into direct and indirect costs. Direct costs included salaries of staff and student library employees – SLE (i.e. students hired to perform secondary activities), equipment, and technology. Conversely, examples of indirect costs included stationery, electricity, support, telephone, training, and other items used to perform an activity (Vazakidis & Karagiannis, 2009).

The salaries of catalogers were calculated based on the average salary earned by employees responsible for cataloging. According to the Chief Librarian, the total number of personnel assigned to cataloging represents 1 full-time equivalent (FTE). The 1 FTE consisted of six people, each dedicating different amounts of their time to cataloging processes. This corresponded to about €59,000 on a yearly basis. LMS costs covered the annual integrated library system and supporting
software license fees attributed for the CBA. The Library Management System includes functionalities for acquisition, cataloging, circulation and reporting. This integrated library solution was acquired for the entire library which consisted of the Central Library, three Campus Libraries and several Faculty Libraries for the Humanities and Social Sciences group. The LMS costs amounted to € 17,000 on a yearly base. The annual computer maintenance costs for specific tasks such as reparation, maintenance, cleaning and depreciation of a PC in the cataloging processes equaled € 5,000. RFID maintenance costs refer to the costs associated with the maintenance, repair and inspection of the RFID system and yearly costs corresponded to about € 17,000.

In the case of indirect costs, the library accountant estimated that about € 195,000 was annually spent on general overhead (GO) costs. GO costs included management, secretary, accounting, training, staff meetings and stationery material. Other indirect values such as electricity, telephone, heating and transportation were not accounted as part of general overhead costs since they were paid by the University and not charged to the library (Ellis-Newman & Robinson 1998). In order to calculate the overhead costs attributed to cataloging activities, general overhead cost was divided by the total number of FTE working at the entire library. This resulted in a yearly overhead of approximately € 9,500 per FTE. An overview of the total cost of each resource group can be seen in Table B.2.

Table B.2: Total cost of each resource group

<table>
<thead>
<tr>
<th>Resource Group</th>
<th>Cost (£) per year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catalogers</td>
<td>€ 59,000</td>
</tr>
<tr>
<td>Library Management System</td>
<td>€ 17,000</td>
</tr>
<tr>
<td>Computer Maintenance</td>
<td>€ 5,000</td>
</tr>
<tr>
<td>RFID Maintenance</td>
<td>€ 17,000</td>
</tr>
<tr>
<td>General Overhead</td>
<td>€ 9,500</td>
</tr>
</tbody>
</table>

Then, the practical capacity estimation of each resource group was calculated in Step 3. According to Kaplan and Anderson (2007, pp. 52-53), practical time capacity can be estimated in two different ways: 1) assuming an 80% of theoretical time capacity for people due to breaks, arrival and departure, training, meetings and chitchats; and 85% for machines due to maintenance, repair, and scheduling fluctuations. 2) Calculating the real values according to the library situation, for example, available working hours, excluding holidays, meetings and training hours. In order to simplify the study, the first option was selected. For staff capacity, 38 hours per week were accounted as theoretical time capacity. It means 30.4 hours per week for practical capacity (staff practical capacity = 38 hours * 80%). Assuming fifty-two weeks per year, the practical capacity of a cataloger is equal to 94,848 minutes per year \( \left( \frac{30.4\ hours\ week}{week} \times \frac{52\ weeks}{year} \times \frac{60\ minutes}{hour} \right) \). In the case of machines, the theoretical time capacity was set equal to the time in which catalogers were available that is again 38 hours per week. Thus, the practical capacity for machines is 32.3 hours per week (machines practical capacity = 38 hours * 85%), and 100,776 minutes per year \( \left( \frac{32.3\ hours\ week}{week} \times \frac{52\ weeks}{year} \times \frac{60\ minutes}{hour} \right) \).

Once the practical capacity was obtained, the cost per unit time was calculated in Step 4 by dividing the total cost of a resource (Step 2) by the practical time capacity (Step 3). An overview of the resulting costs involved in this analysis is shown in Table B.3.

\[
\text{Cost per unit time} = \frac{\text{total cost of the resource}}{\text{practical capacity}}
\]
Table B.3: Costs involved in the analysis

<table>
<thead>
<tr>
<th>Resource Group</th>
<th>Cost per minute (€/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catalogers</td>
<td>0.62</td>
</tr>
<tr>
<td>Library Management System</td>
<td>0.17</td>
</tr>
<tr>
<td>Computer Maintenance</td>
<td>0.05</td>
</tr>
<tr>
<td>RFID Maintenance</td>
<td>0.17</td>
</tr>
<tr>
<td>General Overhead</td>
<td>0.10</td>
</tr>
</tbody>
</table>

For the fifth step, Kaplan and Anderson (2007, p. 30) recommend that the time required to perform an activity should be estimated based on standard times rather than actual times, since these times might reflect random variation, individual employee variation and nonrecurring factors. Moreover, the authors argue that precision is not critical and that a rough accuracy is sufficient because gross inaccuracies will be revealed either in unexpected surpluses or shortages of committed resources. This level of accuracy can be obtained by multiple methods such as direct observation, interviews, process maps or leveraging time estimates from elsewhere in the institution (Kaplan & Anderson, 2007, p. 26). In our case study, the standard time to perform an activity was gathered in the academic period 2010 – 2011 through direct observation as recommended by Siguenza-Guzman et al. (2014). Observations were made multiple times using a stopwatch during several days at different hours in order to avoid possible biases (Siguenza-Guzman et al., 2014). Finally, based on their average values, an additional interview was performed in order to validate the data collection. Next, time equations were constructed for each activity. Time equations are the sum of individual activity times, which are represented with the following expression (Kaplan & Anderson, 2007):

\[
Time\ required\ to\ perform\ an\ activity = (\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \beta_4 X_4 + \beta_5 X_5 + \ldots + \beta_i X_i)
\]

With:

\[\beta_0 = \text{The standard time to perform the basic activity (e.g. 2 minutes)}\]

\[\beta_i = \text{The estimated time for the incremental activity } i\ (e.g. \text{ time required for a librarian to enter an item in the cataloging system } = 0.5\text{ minutes})\]

\[X_i = \text{The quantity of incremental activity } i\ (e.g. \text{ items per batch } = 1, 2... )\]

B.3.1 Original Cataloging

The process, as shown in Figure B.1a, starts by searching the item in hand on the LMS in order to verify whether a similar record is already present in the database. This searching takes on average of 57s. If the item and record do not appear to match, the cataloger creates a new record which includes the bibliographic description, requiring 306s (or 5min and 6s). A bibliographic description is the standardized description of an item including: title, edition, material specific details, details of publication, standard number, etc. (Reitz, 2004). The cataloger then creates a new holding description, which is usually the information concerning the location of an item, taking 32s; and finally a new item description in 15s. Item description indicates item type, volume number, barcode, and loan rules. Once the new record is processed and stored in the database, the cataloger prints the corresponding label (30s), and sticks on the item in 28s. Afterwards, the cataloger brings the item to the front desk (30s) in order to tag the item (40s). An individual tag costs €0.30 including VAT. Eventually, the item is placed on the corresponding shelf or stack, requiring 168s (or 2min and 48s).
B.3.2 Copy Cataloging

In contrast to the above process as shown in Figure B.1b, the cataloger does find a record that appears to match with the item in hand. The cataloger requires 74s (or 1min and 14s) to validate and modify the bibliographic description. Next, the cataloger creates a new holding and item description, taking 32s and 15s respectively. Labelling and shelving are the same as the original cataloging process.

As the only difference between original and copy cataloging is new versus modifying bibliographic description, we can create only one time equation by adding dummy variables in the equation. A dummy is a variable that takes the value 1 or 0 if a certain condition is true or false respectively. The resulting equation is as follows:

\[
\text{Cataloging} = \text{Searching} + \text{New Bibdescription} \{ \text{if original cataloging} \} \\
+ \text{Mod Bibdescription} \{ \text{if copy cataloging} \} + \text{New holding} \\
+ \text{New item} + \text{Print label} + \text{Stick label} + \text{Bring item} + \text{Tag item} \\
+ \text{Shelve item}
\]

\[
\text{Cataloging} = 0.95 + 5.10 \{ \text{if original cataloging} \} + 1.24 \{ \text{if copy cataloging} \} \\
+ 0.54 + 0.25 + 0.50 + 0.47 + 0.50 + 0.67 + 2.80
\]

Once the estimated time per activity and the unit cost of each resource group is calculated, costs are assigned to cost objects by multiplying the unit cost per time of resources by the estimated time required to perform the activity. It is represented by the following mathematical expression:

\[
\text{Cost of an individual activity} = \text{time required to perform an activity} \times \text{resources cost}
\]

Figure B.2 shows the resulting activity flow of the cataloging process including average times and costs per sub-activity. Original and copy cataloging are integrated in the same graphical representation by using decision diamonds. Finally, the total cost of the process is calculated by summing up all activity costs and can be represented by:

\[
\text{Total Cost of a Process} = \sum \text{costs of individual activities}
\]

Note. – LMS = Library Management System.

Figure B.2: Resulting activity flow of the Cataloging Process
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The total costs and time incurred in the original and copy cataloging processes are presented in Table B.4. The resulting table is divided vertically into six columns and horizontally by standard and optional activities to separate the activities influenced by dummy variables. The first column lists the activities identified in the cataloging process; the second column shows the average time per activity. The third column specifies the accumulated costs per minute of resources involved in each activity; the fourth column calculates the resulting cost incurred in the activity. The fifth column describes the condition under which two options are available to be selected: original and copy cataloging. Eventually, the sixth column indicates the resource groups involved per activity.

The subtotal of “standard activities” is the sum of costs included in both processes: original and copy cataloging. The average time in minutes for standard activities was 6.68 with an activity cost of €5.77. To calculate the total cost of the original cataloging process, standard activities were summed up with the optional activity, new bibliographic description. The resulting time in minutes was 11.78 with a cost of €10.57. On the other hand, to calculate the total cost of the copy cataloging process, standard activities were summed up with the optional activity, modify bibliographic description. The results show that the average time for copy cataloging was 7.92 minutes and its cost was €6.94 per title.

B.4 Original and Copy Cataloging

Because of budgetary constraints and technological changes, cataloging units have significantly influenced the nature of cataloging work (Mitchell, Thompson, & Wu, 2010). In order to become more efficient, catalogers constantly search for new ways to increase bibliographic access without spending more money (Morris & Wool, 1999). That includes automation, outsourcing, lowered costs for traditional cataloging, and an increasing variety of information resources to control. With regard to lowering costs, a number of studies on cataloging costs have been reported in the literature. For instance, the Iowa State University (ISU) conducted a longitudinal time-cost study to investigate the impact of automation on cataloging costs (Morris, Hobert, Osmus, & Wool, 2000). Results showed that in 1987-1990, the average cost of original cataloging at ISU was $34.13 and that copy cataloging was $8.18 (Morris, 1992). In 1997-1998, original cataloging costs performed by faculty catalogers increased to $75.43 and to $58.72 when some original records were contributed by library assistants. Copy cataloging costs, in the same period, increased to $35.82 when performed by faculty catalogers and to $8.87 when performed by library assistants. Although costs of original and copy cataloging increased during the time, Dilyss E. Morris, Collin B. Hobert, Lori Osmus, and Gregory Wool (2000) also highlighted the fact that the average cost of cataloging processes (i.e. copy, full original, minimal original and recataloging) declined from $20.83 to $16.25 between 1990/91 and 1997/98. Authors attributed this decrease to national collaborative efforts, technological development, and reengineering efforts that have improved costs effectiveness and quality process (Morris & Wool, 1999). The University of Oregon, following the previous research at ISU, conducted a benchmark analysis during autumn 1997 to determine time and costs for acquisitions, cataloging, and processing functions (Slight–Gibney, 1999). Results showed that the average cost for copy cataloging was $9.23 per title, and that original cataloging was $24.92. A third case study by Ellis-Newman and Robinson (1998) in an Australian academic library, reported the cost of library services utilizing ABC models. Results showed that the average cost of copy cataloging at Edith Cowan University was $12.48 and original cataloging was $54.39. Authors highlighted the importance of implementing activity-based costing systems in libraries to assign more accurate costs to services, to categorize costs, and to develop a price schedule for fee-based services.

In Table B.5, all cases cataloging costs vary library to library, even if the change in the rate of exchange and inflation are included in the three literature case studies. Michael D. Charbonneau (2005) points out that these numbers logically vary because they are based on locally produced data and operations, individual cataloging expertise, the type of material cataloged, and the cataloging tools and resources available. Differences in overhead costs can also explain some of the cost variations. For instance, cataloging overhead costs at ISU represent approximately 45% of the full costs, while in our case study about 10%. Unfortunately, not all studies provide detailed
Table B.4: Total cost of the cataloging process

<table>
<thead>
<tr>
<th>Activity</th>
<th>Average Time (Minutes)</th>
<th>Cost per min (€/Minute)</th>
<th>Cost (€)</th>
<th>Condition</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Standard activities:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Searching the item on the LMS</td>
<td>.95</td>
<td>.94</td>
<td>.89</td>
<td></td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>New holding description</td>
<td>.54</td>
<td>.94</td>
<td>.50</td>
<td></td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>New item description</td>
<td>.25</td>
<td>.94</td>
<td>.24</td>
<td></td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>Printing the label</td>
<td>.50</td>
<td>.94</td>
<td>.47</td>
<td></td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>Sticking the label on the item</td>
<td>.47</td>
<td>.72</td>
<td>.34</td>
<td></td>
<td>Cataloger + GO</td>
</tr>
<tr>
<td>Bringing the item to front desk</td>
<td>.50</td>
<td>.72</td>
<td>.36</td>
<td></td>
<td>Cataloger + GO</td>
</tr>
<tr>
<td>Tagging the item</td>
<td>.67</td>
<td>1.41</td>
<td>.94</td>
<td></td>
<td>Cataloger + LMS + CM + GO + RM + Tag</td>
</tr>
<tr>
<td>Shelving the item</td>
<td>2.80</td>
<td>0.72</td>
<td>2.02</td>
<td></td>
<td>Cataloger + GO</td>
</tr>
<tr>
<td><strong>Subtotal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.68</td>
<td>5.77</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Optional activities:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New bibliographic description</td>
<td>5.10</td>
<td>.94</td>
<td>4.80</td>
<td>if original_cataloging</td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>Modify bibliographic description</td>
<td>1.24</td>
<td>.94</td>
<td>1.17</td>
<td>if copy_cataloging</td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td><strong>Subtotal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Original Cataloging</td>
<td>11.78</td>
<td>10.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Copy Cataloging</td>
<td>7.92</td>
<td>6.94</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B.5: Cataloging costs adjusted using inflation and exchange-rates

<table>
<thead>
<tr>
<th>University</th>
<th>Period</th>
<th>Original Cataloging</th>
<th>Copy Cataloging</th>
<th>Inflation</th>
<th>Inflated Original Cataloging</th>
<th>Inflated Copy Cataloging</th>
<th>EUR Conversion</th>
<th>Original Cataloging (€)</th>
<th>Copy Cataloging (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iowa State University (US)</td>
<td>1987-1990</td>
<td>USD $34.13</td>
<td>USD $8.18</td>
<td>68.66%</td>
<td>57.56</td>
<td>13.80</td>
<td>0.72</td>
<td>41.39</td>
<td>9.92</td>
</tr>
<tr>
<td>Iowa State University (US)*</td>
<td>1997-1998</td>
<td>USD $75.43</td>
<td>USD$35.82</td>
<td>37.69%</td>
<td>103.86</td>
<td>49.32</td>
<td>0.72</td>
<td>74.68</td>
<td>35.46</td>
</tr>
<tr>
<td>Iowa State University (US)†</td>
<td>1997-1998</td>
<td>USD $58.72</td>
<td>USD $8.87</td>
<td>37.69%</td>
<td>80.85</td>
<td>12.21</td>
<td>0.72</td>
<td>58.13</td>
<td>8.78</td>
</tr>
<tr>
<td>University of Oregon (US)</td>
<td>1997</td>
<td>USD $24.92</td>
<td>USD $9.23</td>
<td>39.91%</td>
<td>34.87</td>
<td>12.91</td>
<td>0.72</td>
<td>25.07</td>
<td>9.29</td>
</tr>
<tr>
<td>Edith Cowan University (AU)</td>
<td>1998</td>
<td>AUD$54.39</td>
<td>AUD$12.48</td>
<td>47.20%</td>
<td>80.06</td>
<td>18.37</td>
<td>0.72</td>
<td>59.41</td>
<td>13.63</td>
</tr>
<tr>
<td>KU Leuven (BE)</td>
<td>2010-2011</td>
<td>EUR€10.57</td>
<td>EUR €6.94</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>0.74</td>
<td>10.46</td>
<td>6.83</td>
</tr>
</tbody>
</table>

Exchange data from x-rates.com (USD and AUD to EUR in 2011)
* Cataloging costs when performed by a faculty cataloger
† Cataloging costs when performed by a library assistant
information on the overhead costs. In this case study, these costs include management, secretary, accounting, training, staff meetings and stationery material; however, other university costs such as electricity, telephone, heating and transportation are not accounted for since they are not charged to the library. At ISU overhead costs are organized into overhead centers: paid leave, automation and support services (Morris et al., 2000). Some other studies consider overhead costs as approximate since they are estimates or based on incomplete data (Slight-Gibney, 1999). Additional factors that vary among libraries are the library structure and process flow, for instance, pre-cataloging activities are included in the cataloging costs of one library (e.g. ISU), by the acquisitions department at another library, or even delegated to library assistants or students. In our case study, this activity is not included in the cataloging flow because it is performed by the person responsible for acquisitions. Finally, differences in the periods of analysis can also explain such cataloging costs variations, especially due to evolving factors that need to be taken into account. These factors include the increasing automation of cataloging activities, use of shared cataloging and authority records, decreasing staffing for cataloging, and the growing presence of new information formats (Morris & Wool, 1999).

Although cataloging costs data are not necessarily comparable among libraries (McCain & Shorten, 2002); “best practices” can be adopted in other libraries to influence their own workflows and to streamline their processes. This case study contributes to the cataloging cost study literature by providing an additional approach for calculating cataloging costs based on a fast and simple method as is TDABC. In this case study, the copy cataloging, as shown in Figure B.3, is approximately 34% less costly and 33% less time-consuming than original cataloging. Thanks to the TDABC’s ability to disaggregate costs per activity, it is possible to clearly analyze which activities demand more time, and thus lead to higher costs. For instance, the unique difference between original and copy cataloging is the creation or modification of a bibliographic description. Results shown in Figure B.4 indicate that adapting a bibliographic description from a pre-existing record is approximately 75% less costly than creating a new full bibliographic record. Based on these findings, it is concluded that is worthwhile to recommend librarians to adapt a pre-existing record instead of creating a new bibliographic record from scratch, as this will lead to significant costs and time reductions. Copy cataloging not only increases catalogers efficiency by eliminating duplication of effort, but also by reducing typographical errors caused in local libraries (Beall & Kafadar, 2004).

![Figure B.3: Comparison of original and copy cataloging in terms of time and cost](image)
Moreover, time equations show that in this particular case, labelling activities such as printing and sticking labels, bringing an item to the front desk, and tagging the item, consume approximately 20-30% of the cataloging processes. Reviewing the consumed resources revealed that the cataloger is typically in charge of labelling and shelving cataloged items. A “what-if analysis” can be performed to simulate the effect of delegating these activities to student library employees (SLE). If we take as reference the SLE costs calculated by Siguenza-Guzman et al. (2014) of 0.23 €/min, then the resulting costs would be €8.63 for original cataloging, and €5.00 for copy cataloging, as shown in Table B.6. That is a cost reduction of about 18% for original cataloging and 28% for copy cataloging.

An additional improvement to the process can be to incorporate batch cataloging practices and mass retrieval rather than cataloging individual items or records (Mitchell et al., 2010). The process flow analysis enables library managers to group and improve certain activities such as searching, processing (bibliographic, holding and item descriptions), labelling and shelving. These batch activities, such as processing a bunch of items or records at one time, can be performed based on the staff availability at certain moments of the day or week. An example of these sorts of improvements on the cataloging process is shown in Table B.7. In this case, searching, labelling, and shelving are delegated to SLEs and calculated in a batch of 10 items. The duration time of searching items needs to be augmented since SLEs have no expertise in the use of LMS whereas a cataloger does have. The activity of bringing the item to the front desk is eliminated, suggesting the purchase of an extra rewriting RFID machine be located in the cataloging computer. Finally, shelving activities were recalculated based on the batching times used by Siguenza-Guzman et al. (2014) to model a returning process flow. That includes, an SLE sorting the items in the cluster (i.e., book collection divisions); and then reshelving the items. The resulting time and cost after these improvements can be seen in Table B.7.

Results of the what-if analysis indicate that by doing these changes, copy cataloging is approximately 49% less costly and 42% less time-consuming than original cataloging. In addition, for original cataloging, the obtained average time is reduced to 9.26 minutes and the cost to €7.49. This represents about 21% less-time consuming and 29% less-costly than in the real case. Most strikingly, is the case of copy cataloging in which the reduction is approximately 32% in time and 44% in cost. Therefore, the results of the what-if analysis confirm the validity of implementing these changes in the cataloging process flow as part of a best practices approach. The enhanced data flow diagram of the cataloging process is shown in Figure B.5.
### Table B.6: Example of a what-if analysis applied to the original model of the cataloging process

<table>
<thead>
<tr>
<th>Activity</th>
<th>Average Time (Minutes)</th>
<th>Cost per min (€/Minute)</th>
<th>Cost (€)</th>
<th>Condition</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Standard activities:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Searching the item on the LMS</td>
<td>.95</td>
<td>.94</td>
<td>.89</td>
<td></td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>New holding description</td>
<td>.54</td>
<td>.94</td>
<td>.50</td>
<td></td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>New item description</td>
<td>.25</td>
<td>.94</td>
<td>.24</td>
<td></td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>Printing the label</td>
<td>.50</td>
<td>.55</td>
<td>.28</td>
<td></td>
<td>SLE + LMS + CM + GO</td>
</tr>
<tr>
<td>Sticking the label on the item</td>
<td>.47</td>
<td>.33</td>
<td>.15</td>
<td></td>
<td>SLE + GO</td>
</tr>
<tr>
<td>Bringing the item to front desk</td>
<td>.50</td>
<td>.33</td>
<td>.17</td>
<td></td>
<td>SLE + GO</td>
</tr>
<tr>
<td>Tagging the item</td>
<td>.67</td>
<td>1.02</td>
<td>.68</td>
<td></td>
<td>SLE + LMS + CM + GO + RM + Tag</td>
</tr>
<tr>
<td>Shelving the item</td>
<td>2.80</td>
<td>.33</td>
<td>.92</td>
<td></td>
<td>SLE + GO</td>
</tr>
<tr>
<td>Subtotal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.68</td>
<td></td>
<td>3.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Optional activities:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New bibliographic description</td>
<td>5.10</td>
<td>.94</td>
<td>4.80</td>
<td>if original_cataloging</td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>Modify bibliographic description</td>
<td>1.24</td>
<td>.94</td>
<td>1.17</td>
<td>if copy_cataloging</td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>Subtotal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>...</td>
<td></td>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Original Cataloging</td>
<td>11.78</td>
<td></td>
<td>8.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Copy Cataloging</td>
<td>7.92</td>
<td></td>
<td>5.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note.** – LMS = Library Management System. SLE = Student Library Employees. GO = General Overhead. CM = Computer Maintenance. RM = RFID Maintenance.
### Table B.7: Example of a what-if analysis to improve applied to the original model of the cataloging process

<table>
<thead>
<tr>
<th>Activity</th>
<th>Average Time (Minutes)</th>
<th>Cost per min (€/Minute)</th>
<th>Cost (€)</th>
<th>Condition</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Searching</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Searching the item on the LMS</td>
<td>1.21</td>
<td>.55</td>
<td>.67</td>
<td></td>
<td>SLE + LMS + CM + GO</td>
</tr>
<tr>
<td><strong>Processing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modify bibliographic description</td>
<td>1.24</td>
<td>.94</td>
<td>1.17</td>
<td>if copy_cataloging</td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>New bibliographic description</td>
<td>5.10</td>
<td>.94</td>
<td>4.80</td>
<td>if original_cataloging</td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>New holding description</td>
<td>.54</td>
<td>.94</td>
<td>.50</td>
<td></td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td>New item description</td>
<td>.25</td>
<td>.94</td>
<td>.24</td>
<td></td>
<td>Cataloger + LMS + CM + GO</td>
</tr>
<tr>
<td><strong>Labelling</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Printing the label</td>
<td>.50</td>
<td>.55</td>
<td>.28</td>
<td></td>
<td>SLE + LMS + CM + GO</td>
</tr>
<tr>
<td>Sticking the label on the item</td>
<td>.47</td>
<td>.33</td>
<td>.15</td>
<td></td>
<td>SLE + GO</td>
</tr>
<tr>
<td>Tagging the item</td>
<td>.67</td>
<td>1.02</td>
<td>.68</td>
<td></td>
<td>SLE + LMS + CM + GO + RM + Tag</td>
</tr>
<tr>
<td><strong>Shelving</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classifying the item</td>
<td>.17</td>
<td>.33</td>
<td>.06</td>
<td></td>
<td>SLE + GO</td>
</tr>
<tr>
<td>Shelving the item</td>
<td>.35</td>
<td>.33</td>
<td>.12</td>
<td></td>
<td>SLE + GO</td>
</tr>
<tr>
<td>Total Original Cataloging</td>
<td>9.26</td>
<td>7.49</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Copy Cataloging</td>
<td>5.40</td>
<td>3.85</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B.5 Benefits of TDABC in Cataloging Processes

The implementation of TDABC in cataloging processes at CBA demonstrated important benefits. The first important benefit shows the possibility to clearly discriminate activities regarding the time, and thus determining which activities demand more time and cost. For instance, analysis showed that labeling and shelving activities consume unnecessary resources. The second benefit is a consequence of the previous one. That is, the possibility of performing “what-if analysis” to simulate potential scenarios; for example, as labeling and shelving consumed unnecessary resources, what-if analyses were conducted. The first simulation showed that by delegating these activities to SLE staff, the library manager could reduce up to 23% of costs. The second simulation improves the previous simulation by incorporating batching processes. Results showed a reduction of approximately 37% of cataloging costs, allowing librarians to improve their processes and liberate their time to perform other specialized activities. An additional benefit is that TDABC allows benchmarking different scenarios locally and among libraries, for example, original versus copy cataloging. These results show that original cataloging in this particular scenario is 30% more time-consuming, and consequently more costly than original cataloging. Moreover, by benchmarking time and cost of activities among libraries, TDABC allows libraries to adopt policies and procedures to improve efficiency. When sharing benchmark figures, Nancy Slight-Gibney (1999) states that for other libraries, the time spent on various activities is probably more useful than the costs. In the case of benchmarking cost, the participating libraries require a common understanding of how to attribute indirect costs to their calculations and of what costs are included/excluded in order to have standard results. This problem does not occur when benchmarking the time spent on different activities. Eventually, a fourth important benefit is that TDABC allows justifying decisions and choices. TDABC allows both managers and staff to better understand alternative options and accept the need for change; for example, the decision of transferring responsibilities from catalogers to SLE staff, as well as, structuring batch activities (processing, labeling and shelving). In fact, library managers should constantly analyze their cost information and keep their models updated in order to redesign workflows efficiently and effectively, as well as to reallocate resources and tasks.
Nevertheless, Siguenza-Guzman et al. (2013; 2014) suggest important considerations to be borne in mind at implementing TDABC in academic libraries, namely: 1) the resource intensity of data collection to gather the time duration of activities, as well as to document the activity flows; 2) the need of a dedicated software tool to keep the flows updated and consequently to facilitate long-term maintenance; and 3) the commitment of library managers and staff during the data collection.

**B.6 Conclusions**

In this paper, the TDABC implementation was described in two main cataloging activities, namely, original and copy cataloging. These processes were selected because they are considered to be a part of the core activities of a library to manage its collection, but are also resource intensive. Based on our findings, we can conclude that TDABC is a quicker and easier way of calculating cataloging savings. In fact, TDABC is a useful method to perform cost analysis in cataloging processes, and consequently provides valuable data for managerial decisions. The TDABC implementation provided library managers with important information about cataloging costs and performance measurements; and guided decisions concerning resource allocation and process improvements. For example, based on the obtained results, the library manager decided to delegate certain activities and define a set of batch activities. This case study, therefore, shows significant contributions to the literature on the implementation of advanced cost models for library processes, and more precisely for cataloging activities.

A potential direction for future research is to expand this study to different cataloging activities such as cooperative, contract, and outsourcing cataloging. TDABC can also offer the possibility to discuss how these trends in cataloging processes affect cataloging units. TDABC will allow to examine whether these trends really provide an opportunity for catalogers to spend their time on other cataloging activities, such as enhancing existing records, or not. Another interesting area for future research would be a similar analysis for cataloging audio-visual items and other special materials such as old books, non-print materials, and maps. Utilizing TDABC to benchmark libraries for “best practices” is an additional prospect for future analysis.
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Appendix C: TD-ABC-D: Time-Driven Activity-Based Costing Software for libraries


C.1 Introduction

Time-Driven Activity-Based Costing (TDABC) is a relatively new costing method, which is gradually gaining acceptance in libraries, thanks to its simplicity and rapid implementation. TDABC only requires the unit cost of supplying resource capacity and the time estimation to perform activities (Kaplan & Anderson, 2007); allowing library managers with no experience in accounting to quickly conduct cost studies. Up to now, four important studies on TDABC in libraries have been applied to very specific processes such as inter-library loan (Pernot, Roodhooft, & Van den Abbeele, 2007), acquisition (Stouthuysen, Swiggers, Reheul, & Roodhooft, 2010), circulation (Siguenza-Guzman, Van den Abbeele, Vandewalle, Verhaaren, & Cattrysse, 2014), and cataloging (Siguenza-Guzman, Van Den Abbeele, & Cattrysse, 2014). In these case studies, three specific TDABC advantages in libraries are highlighted: disaggregate values per activity, compare different scenarios, and justify decisions and choices (Siguenza-Guzman et al., 2013).

The aim of this project is to provide a web-based software tool TD-ABC-D for TDABC analysis in libraries processes. Its development has been promoted and coordinated under a PhD program of the University of Leuven (Belgium) with the support of the University of Cuenca (Ecuador), VLIR-UOS and SENESCYT. TD-ABC-D has been implemented as an additional module of the integrated library management software called ABCD. (in Spanish: 'Automatización de Bibliotecas y Centros de Documentación').

The main features of TD-ABC-D are its simple user interface, easy drag & drop functionality to set up process flows, dynamic and user friendliness, as well as, highly accuracy to provide results. TD-ABC-D, that stands for the TDABC module in ABCD systems, has been developed under the philosophy of "Free and Open Source Software (FOSS)", using freely available technologies like PHP

http://tdabc-libraries.com/
as server-side scripting language, Apache as web server, MySQL as database, and several tools for web development. The aim of this poster is to describe the three main TD-ABC-D modules: TDABC, process simulation and benchmarking; to present its main technical characteristics and planned future developments.

C.2 Poster

### TD-ABC-D: Time-Driven Activity-Based Costing Software for Libraries

Lorena Siguenza-Guzman\textsuperscript{1,2}, Paul Cabrera Encalada\textsuperscript{3}, Dirk Catrysse\textsuperscript{1}

\textsuperscript{1}Centre for Industrial Management, Traffic & Infrastructure, KU Leuven (BELGIUM)
\textsuperscript{2}Department of Computer Science, University of Cuenca (ECUADOR)
\textsuperscript{3}Faculty of Engineering, University of Cuenca (ECUADOR)

<table>
<thead>
<tr>
<th>SETTING</th>
<th>OBJECTIVES</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Periodic shortages and limited budgets obligate libraries to provide high-quality services at lower costs.</td>
<td>- To provide a dedicated software tool for costing analysis in library processes.</td>
</tr>
<tr>
<td>- More than ever, library managers must keep their activities, resources and costs under control.</td>
<td>- To develop TD-ABC-D as an additional Web-based module of ABCD (Integrated Library Automation Software).</td>
</tr>
<tr>
<td>- TDABC is a fast and easy way to accurately calculate the cost of a wide range of processes and services.</td>
<td>- To minimize development costs by using free and open-source software (FOSS).</td>
</tr>
<tr>
<td>- TDABC only requires the cost of resource consumption and the time consumed by the activities.</td>
<td></td>
</tr>
</tbody>
</table>

### MODULES

1. TDABC module
2. Risk Analysis
3. Benchmarking

### RESULTS

- Easy and simple interface to maintain processes, responsible and resources.
- Interactive process cost information.
- Easy drag & drop functionality to create process flows.
- Possibility to evaluate different scenarios and risks by performing what-if-analysis.
- Benchmark of process and service cost and time among institutions and branches.

### INSTITUTIONS

[www.tdabc-libraries.com](http://www.tdabc-libraries.com)
info@tdabc-libraries.com
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Appendix D: Using Time-Driven Activity-Based Costing to identify best practices in academic libraries: Costing tables


D.1 Introduction

The present document contains detailed information on the costing tables discussed in the article “Using Time-Driven Activity-Based Costing to identify best practices in academic libraries” (Chapter 5). The total costs and time incurred in nine different processes by libraries 1 and 2 are provided in tables C.1–C.18. The processes analyzed are the following: acquisition of journals, original and copy cataloging, lending and returning items, requesting closed stack items, and interlibrary loan processes that are outgoing and incoming request of digital and printed items. Although, all costing tables are detailed in this Appendix, the corresponding analysis is provided in the discussion section of the Chapter 5.

Each cost table contains seven columns. The first column lists the standard activities identified in the process, while the second column indicates all the particular activities performed in the process by each library. The third column shows the average time per activity and the fourth column contains the cumulative time per standard activity. The fifth column indicates the accumulated costs of each resource group, the sixth column calculates the resulting cost incurred in the activity, and the last column shows the resulting cost per standard activity.
## APPENDIX D

### Table D.1: Journals acquisition process cost table (Library 1)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity (€)</th>
<th>Cost per standard activity (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selecting</td>
<td>Selecting journals</td>
<td>0.95</td>
<td>1.21</td>
<td>0.86a</td>
<td>0.81</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td>Check on the system</td>
<td>0.26</td>
<td></td>
<td>0.85b</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>Requesting</td>
<td>Put the order on the request</td>
<td>1.06</td>
<td>1.28</td>
<td>0.85</td>
<td>0.90</td>
<td>1.07</td>
</tr>
<tr>
<td>the journal</td>
<td>Send email with the request</td>
<td>0.22</td>
<td></td>
<td>0.75c</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>Ordering</td>
<td>Register with the bib description</td>
<td>0.39</td>
<td>0.39</td>
<td>0.85</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Purchasing</td>
<td>Register the invoice in LMS</td>
<td>1.77</td>
<td>4.76</td>
<td>0.85</td>
<td>3.15</td>
<td>3.81</td>
</tr>
<tr>
<td></td>
<td>Pick up the invoice report</td>
<td>1.43</td>
<td></td>
<td>0.85</td>
<td>1.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Put invoice in delivery room</td>
<td>1.56</td>
<td></td>
<td>0.70d</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>Receiving</td>
<td>Check the journals</td>
<td>0.21</td>
<td>5.37</td>
<td>0.70</td>
<td>0.15</td>
<td>3.89</td>
</tr>
<tr>
<td>materials</td>
<td>Register the journal in LMS</td>
<td>0.64</td>
<td></td>
<td>0.85</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Label journal</td>
<td>0.12</td>
<td></td>
<td>0.70</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shelve the journal temporarily</td>
<td>0.04</td>
<td></td>
<td>0.70</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Put journal in the delivery room</td>
<td>1.56</td>
<td></td>
<td>0.70</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shelve the item</td>
<td>2.80</td>
<td></td>
<td>0.71e</td>
<td>1.99</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>13.01</td>
<td></td>
<td></td>
<td>10.13</td>
<td></td>
</tr>
</tbody>
</table>

*a 0.86 = Cataloger + LMS + Computers  
b 0.85 = Acquirer + LMS + Computers  
c 0.75 = Acquirer + Computers  
d 0.70 = Acquirer  
e 0.71 = Cataloger

### Table D.2: Journals acquisition process cost table (Library 2)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity (€)</th>
<th>Cost per standard activity (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selecting</td>
<td>Select journals</td>
<td>1.00</td>
<td>1.00</td>
<td>1.79a</td>
<td>1.79</td>
<td>1.79</td>
</tr>
<tr>
<td>Requesting</td>
<td>Log in to LMS</td>
<td>0.55</td>
<td>3.38</td>
<td>0.85b</td>
<td>0.47</td>
<td>2.87</td>
</tr>
<tr>
<td>the journal</td>
<td>Connect to Financial System</td>
<td>1.00</td>
<td></td>
<td>0.85</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Connect to journal deliver</td>
<td>0.42</td>
<td></td>
<td>0.85</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consult the catalog</td>
<td>1.42</td>
<td></td>
<td>0.85</td>
<td>1.20</td>
<td></td>
</tr>
<tr>
<td>Ordering</td>
<td>Add the item to shopping basket</td>
<td>0.08</td>
<td>2.58</td>
<td>0.85</td>
<td>0.07</td>
<td>2.19</td>
</tr>
<tr>
<td></td>
<td>Check if order ok</td>
<td>1.75</td>
<td></td>
<td>0.85</td>
<td>1.49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Order &amp; pay</td>
<td>0.75</td>
<td></td>
<td>0.85</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>Purchasing</td>
<td>Connect to Financial System</td>
<td>1.00</td>
<td>1.50</td>
<td>0.85</td>
<td>0.85</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>Read e-mail</td>
<td>0.50</td>
<td></td>
<td>0.75c</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>Receiving</td>
<td>Register the journal in LMS</td>
<td>5.00</td>
<td>12.00</td>
<td>0.86d</td>
<td>4.29</td>
<td>10.50</td>
</tr>
<tr>
<td>materials</td>
<td>Label journal</td>
<td>3.33</td>
<td>1.08e</td>
<td></td>
<td>3.61</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shelve the item</td>
<td>3.67</td>
<td></td>
<td>0.71f</td>
<td>2.60</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>20.47</td>
<td></td>
<td></td>
<td>18.59</td>
<td></td>
</tr>
</tbody>
</table>

*a 1.79 = Director + Computers  
b 0.85 = Acquirer + LMS + Computers  
c 0.75 = Acquirer + Computers  
d 0.86 = Cataloger + LMS + Computers  
e 1.08 = Cataloger + RFID + RFIDmaint + LMS + Computers  
f 0.71 = Cataloger
### Table D.3: Original cataloging process cost table (Library 1)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity (€)</th>
<th>Cost per standard activity (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searching</td>
<td>Search the item on the LMS</td>
<td>0.95</td>
<td>0.95</td>
<td>0.86(^a)</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>New holding description</td>
<td>0.51</td>
<td>0.86</td>
<td>0.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>New item description</td>
<td>0.24</td>
<td>0.86</td>
<td>0.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Processing</td>
<td>Print label</td>
<td>0.50</td>
<td>2.15</td>
<td>0.86</td>
<td>0.43</td>
<td>1.95</td>
</tr>
<tr>
<td></td>
<td>Stick label on the item</td>
<td>0.48</td>
<td>0.71(^b)</td>
<td>0.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bring item to front desk</td>
<td>0.50</td>
<td>0.71</td>
<td>0.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tag the item</td>
<td>0.67</td>
<td>1.23(^c)</td>
<td>0.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shelving</td>
<td>Shelve the item</td>
<td>2.80</td>
<td>2.80</td>
<td>0.71</td>
<td>1.99</td>
<td>1.99</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.81</td>
<td>8.96</td>
</tr>
</tbody>
</table>

\(^a\) 0.86 = Cataloger + LMS + Computers  
\(^b\) 0.71 = Cataloger  
\(^c\) 1.23 = Cataloger + RFID + RFID\text{maint} + LMS + Computers

### Table D.4: Original cataloging process cost table (Library 2)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity (€)</th>
<th>Cost per standard activity (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searching</td>
<td>Log in to LMS</td>
<td>0.90</td>
<td>1.27</td>
<td>0.86(^a)</td>
<td>0.77</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>Search database</td>
<td>0.37</td>
<td>0.86</td>
<td>0.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Processing</td>
<td>Create a new record</td>
<td>0.38</td>
<td>2.71</td>
<td>0.86</td>
<td>0.33</td>
<td>2.33</td>
</tr>
<tr>
<td></td>
<td>New bibliographic description</td>
<td>0.90</td>
<td>0.86</td>
<td>0.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Save the register</td>
<td>0.15</td>
<td>0.86</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>New holding description</td>
<td>1.28</td>
<td>0.86</td>
<td>1.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labeling</td>
<td>Print barcode number</td>
<td>0.17</td>
<td>1.88</td>
<td>0.86</td>
<td>0.14</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>Bring item to front desk</td>
<td>0.42</td>
<td>0.71(^b)</td>
<td>0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Transfer barcode to RFID</td>
<td>0.27</td>
<td>1.23(^c)</td>
<td>0.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tag the item</td>
<td>0.20</td>
<td>0.71</td>
<td>0.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Print label</td>
<td>0.33</td>
<td>0.86</td>
<td>0.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stick label on the item</td>
<td>0.50</td>
<td>0.71</td>
<td>0.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shelving</td>
<td>Shelve the item</td>
<td>5.17</td>
<td>5.17</td>
<td>0.42(^d)</td>
<td>2.15</td>
<td>2.15</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.03</td>
<td>7.11</td>
</tr>
</tbody>
</table>

\(^a\) 0.86 = Cataloger + LMS + Computers  
\(^b\) 0.71 = Cataloger  
\(^c\) 1.23 = Cataloger + RFID + RFID\text{maint} + LMS + Computers  
\(^d\) 0.42 = SLE
### Table D.5: Copy cataloging process cost table (Library 1)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity(€)</th>
<th>Cost per standard activity(€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searching</td>
<td>Search the item on the LMS</td>
<td>0.95</td>
<td>0.95</td>
<td>0.86 a</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>Modify bibliog. description</td>
<td>1.24</td>
<td>1.99</td>
<td>0.86</td>
<td>1.06</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>New holding description</td>
<td>0.51</td>
<td></td>
<td>0.86</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>New item description</td>
<td>0.24</td>
<td></td>
<td>0.86</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>Labeling</td>
<td>Print label</td>
<td>0.50</td>
<td>2.15</td>
<td>0.86</td>
<td>0.43</td>
<td>1.95</td>
</tr>
<tr>
<td></td>
<td>Stick label on the item</td>
<td>0.48</td>
<td></td>
<td>0.71 b</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bring item to front desk</td>
<td>0.50</td>
<td></td>
<td>0.71</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tag the item</td>
<td>0.67</td>
<td>1.23</td>
<td>0.34</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>Shelving</td>
<td>Shelve the item</td>
<td>2.80</td>
<td>2.80</td>
<td>0.71</td>
<td>1.99</td>
<td>1.99</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a 0.86 = Cataloger + LMS + Computers  
b 0.71 = Cataloger  
c 1.23 = Cataloger + RFID + RFID
_\text{maint} + LMS + Computers

d 0.42 = SLE

### Table D.6: Copy cataloging process cost table (Library 2)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity(€)</th>
<th>Cost per standard activity(€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searching</td>
<td>Log in to LMS</td>
<td>0.90</td>
<td>1.27</td>
<td>0.86 a</td>
<td>0.77</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>Search database</td>
<td>0.37</td>
<td></td>
<td>0.86</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>Processing</td>
<td>Validate the information</td>
<td>0.63</td>
<td>1.92</td>
<td>0.86</td>
<td>0.54</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>New holding description</td>
<td>1.28</td>
<td></td>
<td>0.86</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>Labeling</td>
<td>Print barcode number</td>
<td>0.17</td>
<td>1.88</td>
<td>0.86</td>
<td>0.14</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>Bring item to front desk</td>
<td>0.42</td>
<td></td>
<td>0.71 b</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Transfer barcode to RFID</td>
<td>0.27</td>
<td></td>
<td>1.23 c</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tag the item</td>
<td>0.20</td>
<td></td>
<td>0.71</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Print label</td>
<td>0.33</td>
<td></td>
<td>0.86</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stick label on the item</td>
<td>0.50</td>
<td></td>
<td>0.71</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>Shelving</td>
<td>Shelve the item</td>
<td>5.17</td>
<td>5.17</td>
<td>0.42</td>
<td>2.15</td>
<td>2.15</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a 0.86 = Cataloger + LMS + Computers  
b 0.71 = Cataloger  
c 1.23 = Cataloger + RFID + RFID
_\text{maint} + LMS + Computers

d 0.42 = SLE

e 0.15 = LMS + Computers

### Table D.7: Lending process cost table (Library 1)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity(€)</th>
<th>Cost per standard activity(€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searching</td>
<td>Consult the catalog</td>
<td>1.36</td>
<td>1.36</td>
<td>0.15 a</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Borrowing</td>
<td>Use self-check equipment</td>
<td>0.38</td>
<td>0.49</td>
<td>0.07 a</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Print the receipt</td>
<td>0.11</td>
<td></td>
<td>0.07</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a 0.15 = LMS + Computers  
b 0.07 = RFID
_\text{maint}
### Table D.8: Lending process cost table (Library 2)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity (€)</th>
<th>Cost per standard activity (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searching</td>
<td>Consult the catalog</td>
<td>0.75</td>
<td>0.75</td>
<td>0.15&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Borrowing</td>
<td>Use self-check equipment</td>
<td>0.35</td>
<td>0.43</td>
<td>0.07&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Print the receipt</td>
<td>0.08</td>
<td>0.07</td>
<td></td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.18</td>
<td>0.14</td>
</tr>
</tbody>
</table>

<sup>a</sup> 0.15 = LMS + Computers  
<sup>b</sup> 0.07 = RFID<sub>maint</sub>

### Table D.9: Returning process cost table (Library 1)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity (€)</th>
<th>Cost per standard activity (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Returning</td>
<td>Return item to self-check equipment</td>
<td>0.38</td>
<td>0.48</td>
<td>0.07&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Print the receipt</td>
<td>0.11</td>
<td></td>
<td>0.07</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Classifying</td>
<td>Go to the robot</td>
<td>0.03</td>
<td>0.28</td>
<td>0.42&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.01</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Return item to returning robot</td>
<td>0.08</td>
<td></td>
<td>0.49&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Classify the item</td>
<td>0.17</td>
<td></td>
<td>0.42</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Shelving</td>
<td>Shelve the item</td>
<td>0.35</td>
<td>0.35</td>
<td>0.42</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.11</td>
<td>0.31</td>
</tr>
</tbody>
</table>

<sup>a</sup> 0.07 = RFID<sub>maint</sub>  
<sup>b</sup> 0.42 = SLE  
<sup>c</sup> 0.49 = SLE + RFID<sub>maint</sub>

### Table D.10: Returning process cost table (Library 2)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity (€)</th>
<th>Cost per standard activity (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Returning</td>
<td>Return item to self-check equipment</td>
<td>0.23</td>
<td>0.41</td>
<td>0.07&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.03</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Print the receipt</td>
<td>0.08</td>
<td></td>
<td>0.07</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Return item to book truck</td>
<td>0.10</td>
<td></td>
<td>0.67&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Classifying</td>
<td>Classify the item</td>
<td>0.50</td>
<td>0.50</td>
<td>0.42&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>Shelving</td>
<td>Shelve the item</td>
<td>1.03</td>
<td>1.03</td>
<td>0.42</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.94</td>
<td>0.74</td>
</tr>
</tbody>
</table>

<sup>a</sup> 0.07 = RFID<sub>maint</sub>  
<sup>b</sup> 0.67 = Circulation  
<sup>c</sup> 0.42 = SLE
### Appendix D

#### Table D.11: Requesting closed stack items process (Library 1)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity(€)</th>
<th>Cost per standard activity(€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searching</td>
<td>Consult the catalog</td>
<td>1.36</td>
<td>1.36</td>
<td>0.15</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Requesting</td>
<td>Fill request form (online)</td>
<td>0.68</td>
<td>2.68</td>
<td>0.15</td>
<td>0.10</td>
<td>1.72</td>
</tr>
<tr>
<td></td>
<td>Print the request</td>
<td>2.00</td>
<td></td>
<td>0.81</td>
<td>1.62</td>
<td></td>
</tr>
<tr>
<td>Retrieving</td>
<td>Send the print demand</td>
<td>0.15</td>
<td>1.60</td>
<td>0.67</td>
<td>0.10</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Get the print demand</td>
<td>0.15</td>
<td></td>
<td>0.53</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Get the item from stack</td>
<td>1.00</td>
<td></td>
<td>0.53</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Send item to main desk through lift</td>
<td>0.15</td>
<td></td>
<td>0.53</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Get the item from the lift</td>
<td>0.15</td>
<td></td>
<td>0.67</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>Delivering</td>
<td>Get the item from circulation desk</td>
<td>0.17</td>
<td>0.17</td>
<td>0.67</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Shelving</td>
<td>Delete the request</td>
<td>0.32</td>
<td>1.20</td>
<td>0.81</td>
<td>0.26</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>Return the item to the lift</td>
<td>0.20</td>
<td></td>
<td>0.67</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Get the item from the lift</td>
<td>0.15</td>
<td></td>
<td>0.53</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pre-shelve the item</td>
<td>0.18</td>
<td></td>
<td>0.53</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shelve the item</td>
<td>0.35</td>
<td></td>
<td>0.42</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>7.01</strong></td>
<td><strong>3.64</strong></td>
</tr>
</tbody>
</table>

* 0.15 = LMS + Computers
b 0.81 = Circulation + LMS + Computers
c 0.67 = Circulation
d 0.53 = Closed_stack_resp
e 0.42 = SLE

#### Table D.12: Requesting closed stack items process (Library 2)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity(€)</th>
<th>Cost per standard activity(€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searching</td>
<td>Consult the catalog</td>
<td>0.75</td>
<td>0.75</td>
<td>0.15</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Requesting</td>
<td>Fill request form (by hand)</td>
<td>1.27</td>
<td>1.27</td>
<td>0.10</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>Retrieving</td>
<td>Get the item from the stack</td>
<td>5.07</td>
<td>7.74</td>
<td>0.67</td>
<td>3.37</td>
<td>5.15</td>
</tr>
<tr>
<td></td>
<td>Bring to the library</td>
<td>2.67</td>
<td></td>
<td>0.67</td>
<td>1.78</td>
<td></td>
</tr>
<tr>
<td>Delivering</td>
<td>Get the item from circulation desk</td>
<td>0.17</td>
<td>0.17</td>
<td>0.67</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Shelving</td>
<td>Return item to archive</td>
<td>4.35</td>
<td>4.35</td>
<td>0.67</td>
<td>2.89</td>
<td>2.89</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>14.28</strong></td>
<td><strong>8.39</strong></td>
</tr>
</tbody>
</table>

* 0.15 = LMS + Computers
b 0.10 = General overhead
c 0.67 = Circulation
Table D.13: ILL outgoing request process (Library 1)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity(€)</th>
<th>Cost per standard activity(€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordering</td>
<td>Send an ILL request</td>
<td>0.20</td>
<td>6.65</td>
<td>0.10(^a)</td>
<td>0.02</td>
<td>5.20</td>
</tr>
<tr>
<td></td>
<td>Check request</td>
<td>0.42</td>
<td>0.67(^b)</td>
<td>0.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Look for supplier</td>
<td>2.42</td>
<td>0.81(^c)</td>
<td>1.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Check username on LMS</td>
<td>0.86</td>
<td>0.81</td>
<td>0.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Order it</td>
<td>2.75</td>
<td>0.81</td>
<td>2.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receiving</td>
<td>Check the LMS</td>
<td>0.76</td>
<td>1.15</td>
<td>0.81</td>
<td>0.62</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Receive the pdf file</td>
<td>0.39</td>
<td>0.81</td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delivering</td>
<td>Enter into the database</td>
<td>0.45</td>
<td>2.87</td>
<td>0.81</td>
<td>0.37</td>
<td>2.22</td>
</tr>
<tr>
<td></td>
<td>Send the pdf to the customer</td>
<td>0.48</td>
<td>0.81</td>
<td>0.72(^d)</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Check the ILL system</td>
<td>0.53</td>
<td>0.81</td>
<td>0.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fill in Excel file</td>
<td>0.67</td>
<td>0.72</td>
<td>0.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Close the request</td>
<td>0.74</td>
<td>0.81</td>
<td>0.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.67</td>
<td>8.35</td>
</tr>
</tbody>
</table>

\(^a\) 0.10 = LMS  
\(^b\) 0.67 = ILL.resp  
\(^c\) 0.81 = ILL.resp + LMS + Computers  
\(^d\) 0.72 = ILL.resp + Computers

Table D.14: ILL outgoing request process (Library 2)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity(€)</th>
<th>Cost per standard activity(€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordering</td>
<td>Check University network</td>
<td>1.33</td>
<td>6.25</td>
<td>0.81(^a)</td>
<td>1.08</td>
<td>5.08</td>
</tr>
<tr>
<td></td>
<td>Check Belgian ILL network</td>
<td>1.75</td>
<td>0.81</td>
<td>1.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Check German ILL network</td>
<td>1.50</td>
<td>0.81</td>
<td>1.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Check British Library network</td>
<td>1.67</td>
<td>0.81</td>
<td>1.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receiving</td>
<td>Receive the pdf file</td>
<td>0.58</td>
<td>0.91</td>
<td>0.81</td>
<td>0.47</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>Rename the pdf file</td>
<td>0.33</td>
<td>0.72(^b)</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delivering</td>
<td>Notify requester by email</td>
<td>0.83</td>
<td>1.99</td>
<td>0.72</td>
<td>0.59</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td>Remove item from waiting list</td>
<td>0.33</td>
<td>0.81</td>
<td>0.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Send the pdf to the customer</td>
<td>0.83</td>
<td>0.72</td>
<td>0.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9.15</td>
<td>7.24</td>
</tr>
</tbody>
</table>

\(^a\) 0.81 = ILL.resp + LMS + Computers  
\(^b\) 0.72 = ILL.resp + Computers
### Table D.15: ILL incoming request process for digital items (Library 1)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity (€)</th>
<th>Cost per standard activity (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requesting</td>
<td>Print the request</td>
<td>0.17</td>
<td>0.17</td>
<td>0.81a</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>Retrieving</td>
<td>Looking up the request - online</td>
<td>1.80</td>
<td>1.80</td>
<td>0.81</td>
<td>1.46</td>
<td>1.46</td>
</tr>
<tr>
<td>Delivering</td>
<td>Send the pdf to the customer</td>
<td>1.37</td>
<td>1.37</td>
<td>0.72b</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>Pricing</td>
<td>Fill the price and close the request</td>
<td>0.52</td>
<td>0.71</td>
<td>0.81</td>
<td>0.42</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>Sort the request</td>
<td>0.14</td>
<td></td>
<td>0.67c</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Make a copy of the request</td>
<td>0.05</td>
<td></td>
<td>0.72</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.05</td>
<td>3.13</td>
</tr>
</tbody>
</table>

*a 0.81 = ILL resp + LMS + Computers
*b 0.72 = ILL resp + Computers
*c 0.67 = ILL resp

### Table D.16: ILL incoming request process for digital items (Library 2)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity (€)</th>
<th>Cost per standard activity (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requesting</td>
<td>Check Impala system</td>
<td>1.50</td>
<td>1.50</td>
<td>0.81a</td>
<td>1.22</td>
<td>1.22</td>
</tr>
<tr>
<td>Retrieving</td>
<td>Looking up the request - online</td>
<td>0.50</td>
<td>0.92</td>
<td>0.81</td>
<td>0.41</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Fill in supplier's details</td>
<td>0.42</td>
<td></td>
<td>0.81</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>Delivering</td>
<td>Send the pdf to the server</td>
<td>0.67</td>
<td>0.67</td>
<td>0.81</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>Pricing</td>
<td>Fill the price and close the request</td>
<td>0.83</td>
<td>0.83</td>
<td>0.81</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.92</td>
<td>3.18</td>
</tr>
</tbody>
</table>

*a 0.81 = ILL resp + LMS + Computers

### Table D.17: ILL incoming request process for printed items (Library 1)

<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity (€)</th>
<th>Cost per standard activity (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requesting</td>
<td>Print the request</td>
<td>0.17</td>
<td>0.17</td>
<td>0.81a</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>Retrieving</td>
<td>Looking up the request - printed</td>
<td>1.13</td>
<td>2.62</td>
<td>0.81</td>
<td>0.92</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>Search the item</td>
<td>1.49</td>
<td></td>
<td>0.42b</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>Delivering</td>
<td>Scanning the item</td>
<td>3.71</td>
<td>7.84</td>
<td>0.47c</td>
<td>1.73</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td>Check the pdf</td>
<td>2.76</td>
<td></td>
<td>0.47</td>
<td>1.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Send the pdf to the customer</td>
<td>1.37</td>
<td></td>
<td>0.72d</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Pricing</td>
<td>Fill the price and close the request</td>
<td>0.52</td>
<td>0.71</td>
<td>0.81</td>
<td>0.42</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>Sort the request</td>
<td>0.14</td>
<td></td>
<td>0.67e</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Make a copy</td>
<td>0.05</td>
<td></td>
<td>0.72</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.34</td>
<td>6.23</td>
</tr>
</tbody>
</table>

*a 0.81 = ILL resp + LMS + Computers
*b 0.42 = SLE
*c 0.47 = SLE + Computers
*d 0.72 = ILL resp + Computers
*e 0.67 = ILL resp
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<table>
<thead>
<tr>
<th>Standard Activity</th>
<th>Activity</th>
<th>Average Time (min)</th>
<th>Time per standard activity (min)</th>
<th>Cost (€/min)</th>
<th>Total Cost per activity (€)</th>
<th>Cost per standard activity (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requesting</td>
<td>Check ILL system</td>
<td>1.50</td>
<td>2.58</td>
<td>0.81 *</td>
<td>1.22</td>
<td>1.95</td>
</tr>
<tr>
<td></td>
<td>Sort the request</td>
<td>0.08</td>
<td></td>
<td>0.67 b</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Make a copy</td>
<td>0.33</td>
<td></td>
<td>0.72 c</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bring the request to the front desk</td>
<td>0.67</td>
<td></td>
<td>0.67</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>Retrieving</td>
<td>Looking up the request - printed</td>
<td>0.33</td>
<td>2.33</td>
<td>0.67</td>
<td>0.22</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>Search the item</td>
<td>2.00</td>
<td></td>
<td>0.42 d</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>Delivering</td>
<td>Send the pdf to the server</td>
<td>0.67</td>
<td>3.67</td>
<td>0.81</td>
<td>0.54</td>
<td>1.99</td>
</tr>
<tr>
<td></td>
<td>Sort the items</td>
<td>0.75</td>
<td></td>
<td>0.42</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scan the item</td>
<td>1.50</td>
<td></td>
<td>0.47 *</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Put the item on server</td>
<td>0.33</td>
<td></td>
<td>0.42</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Check the pdf file</td>
<td>0.25</td>
<td></td>
<td>0.72</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rename the pdf file</td>
<td>0.17</td>
<td></td>
<td>0.72</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>Pricing</td>
<td>Fill the price and close the request</td>
<td>0.83</td>
<td>0.83</td>
<td>0.81</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td></td>
<td>9.41</td>
<td>5.67</td>
<td></td>
</tr>
</tbody>
</table>

* 0.81 = ILL resp + LMS + Computers

b 0.67 = ILL resp
c 0.72 = ILL resp + Computers
d 0.42 = SLE
e 0.47 = SLE + Computers
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